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Abstract
Electronics Engineering

Department of Electronics and Telecommunications

Master of Science in Electronics Engineering

VHDL implementation of communication methods for the next-generation of
wearable and implantable devices

by Giuliana EMMOLO

Advancements in the field of wearable and implantable technologies have the po-
tential to improve significantly the healthcare monitoring and the therapy effi-
ciency, while reducing medical costs. To achieve a continuous, unobtrusive and
local monitoring of physiological parameters, it is essential the development of
highly miniaturized and energy efficient devices equipped with sensing, comput-
ing and wireless communication capabilities.
Recent research effort has raised the prospect of moving beyond the well-established
concept of implantable and wearable systems, through the conceptualization of the
"Smart Dust" in the field of human sensing. The tight resource-constraints of such
systems generate many challenges, which can be addressed through new design
approaches and optimization strategies, especially concerning size and power con-
sumption.
The proposed thesis project aims to examine the feasibility of communication meth-
ods for the next-generation of wearable and implantable devices. In particular, the
problem of the transmission of multiple sensed signals from the same node to-
wards the wireless channel is addressed. One promising solution consists in the
implementation of digital mixing as a method to combine multiple input signals
into a single output stream. The innovative aspect of the work developed con-
sists in the detailed investigation of the trade-offs in terms of power consumption
versus error performances of digital mixing, to demonstrate its suitability for ex-
tremely resource-constrained applications. The main objective is the research of
the sources of error and power consumption concerning the logical behavior, along
with the study of their impact on the system performance. This is achieved with
dedicated error and power analysis, both relying on the VHDL implementation of
the method under discussion. Specifically, the study of the error performance is
carried out with the aid of functional simulations, whereas the power analysis is
performed through the synthesis of the digital circuit.
The wireless communication capabilities require to address also the issue of the
choice of a suitable modulation technique for such devices. Due to the lack of re-
search works in this field, the proposed project focuses on the study of suitable dig-
ital modulation techniques for wireless microsensor applications, where the major
system level metric is energy-efficiency, with the objective of providing the means
for the choice of a suitable modulation scheme for the class of devices under dis-
cussion. A preliminary literature review showcases that Frequency-Shift-Keying
(FSK) and On-Off-Keying (OOK) are viable solutions.
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https://didattica.polito.it/laurea_magistrale/ingegneria_elettronica/en/home
http://www.det.polito.it/
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The final bit-error-rate (BER) analysis, aided by MATLAB simulations, demon-
strates that FSK performs better under Additive White Gaussian Noise (AWGN).
Lastly, open issues are discussed for the development of the future work.
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Chapter 1

Introduction

The Internet of Things (IoT) is a revolutionary and fast-changing field that pene-
trates deeper and deeper into many spheres of modern society [1]. It can be defined
as a global infrastructure that interconnects physical and virtual objects (also called
“things”), thus developing advanced services [2] and solutions for a wide variety
of applications in various fields [3].
The Heathcare Industry represents one of the prominent applications. The inte-
gration of the IoT with the available medical technologies has provided significant
benefits to the patients resulting from the improved medical assistance, the mini-
mum medical costs and treatment time, and from the most satisfactory health ser-
vices [4]. A broad range of healthcare IoT applications exists today, ranging from
mobile applications to wearable and implantable devices.
However, recent research effort has raised the prospect of moving beyond the well-
established concept of implantable and wearable systems, through the conceptu-
alization of the so called "Smart Dust" in the field of human sensing. This revo-
lutionary idea has been conceived two decades ago, along with all the potential
applications. From the early development stages, the idea of producing these au-
tonomous sensing, computing and communication systems that create together a
massive distributed sensor network, outlined the main design efforts, concerning
size, power and communication capabilities [5]. The production and fabrication
of Smart Dust motes of sub-mm dimensions for medical health-care has yet to be
achieved. Nevertheless, there exist studies that demonstrate the feasibility of the
concept close to the target requirement, although the near future research has still
many challenges to face.
To achieve the possibility of turning these conceptual devices into actual applica-
tions for the medical field, new design approaches and optimization strategies in
terms of area, power consumption and data transmission capability must be intro-
duced.
The integration of wireless data transmission capability represents an obvious re-
quirement to ensure telemetry properties. However, the tight size and power con-
straints of the design require to seek solutions for the implementation of energy
efficient wireless communication methods, as the power consumed in a chip is
directly proportional to the occupied area and volume. As a consequence, the re-
source limitations may considerably impact the system error performances.



2 Chapter 1. Introduction

1.1 Thesis Objectives

The proposed thesis project aims to examine the feasibility of communication meth-
ods for the next-generation of wearable and implantable devices, as well as ex-
tremely resource-constrained systems. In particular, the work developed addresses
the problem of transmitting multiple sensed signals from the same node towards a
wireless channel. This is achieved with a separate study of (1) a multiple input data
acquisition and transmission method, and of (2) digital modulation techniques for
wireless signal transmission, where in both the cases the major system level met-
rics are power and error performances. The core of (1) is the study of "digital mix-
ing" as a method to combine multiple input signals into a single output stream. The
innovative aspect of the work developed consists in the detailed investigation of
the trade-offs in terms of power consumption versus error performances of digital
mixing, in order to demonstrated its suitability for extremely resource-constrained
applications. This is achieved through dedicated (I) error and (II) power analysis
of the system.
In (2), a preliminary introduction to the concept of digital modulation and related
Figures-Of-Merit provides some useful details for the selection of a subset of exist-
ing digital modulation techniques in the field of wireless microsensor applications,
which can be seen as a "precursor" of the Body Dust project. A dedicated litera-
ture review demonstrates that frequency-Shift-Keying (FSK) and On-Off-Keying
(OOK) can be considered desirable modulation schemes. The final bit-error-rate
(BER) estimation allows to compare the selected modulation schemes in terms of
performance.

1.2 Thesis overview

The proposed thesis project consists of eight chapters, that can be grouped into
two subsets: the first one (Ch. 2, 3, 4, 5) deals with (1), whereas the second subset
(Ch. 6) relates to (2). The complete list of chapters is listed in the following, along
with a brief description of each:

• Chapter 2, which contains a literature review of the Body Dust concept.

• Chapter 3, which provides an insight into digital mixing, and discuss the first
example of application.

• Chapter 4, which deals with the analysis of the error performances of digital
mixing.

• Chapter 5, which deals with the analysis of the power consumption of digital
mixing. It contains also the study of the power versus error trade-off for the
design of the input frequency levels in digital mixing.

• Chapter 6, which provides a deep insight into the field of digital modula-
tions and defines the major Figure-Of-Merits(FOM) for the choice of a suit-
able modulation scheme for a generic target application.

• Chapter 7, which aims to investigate the error performance versus power
trade-offs of viable digital modulation techniques for wireless microsensors
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applications. The final section of this chapter in particular is dedicated to the
simulation of the BER in MATLAB of OOK and FSK.

• Chapter 8, which contains the final considerations and the discussion of the
open issues for the development of the future work.
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Chapter 2

Body Dust: next generation of
wearable and implantable devices

2.1 The "Smart Dust" Project

The concept of "Smart Dust" has been conceived nearly 20 years ago, when the
advancements and the fast convergence of key technologies, such as (1) digital
circuitry, (2) wireless communications, and (3) Micro Electro-Mechanical Systems
(MEMS), demonstrated the possibility to integrate sensing, communication, and
power supply into an "inch-scale" device using only off-the-shelf technology [6].
In particular, the MEMS technology enabled the development of low cost and low
power sensors, while the IC scaling process provided increasing functionalities in
even smaller area, and wireless communication allowed for simultaneous collec-
tion of data from several sensors.
The Smart Dust project was developed at the University of California at Berke-
ley, and its goal was to "explore whether an autonomous sensing, computing, and
communication system could be packed into a cubic-millimeter mote, which was
the basic building block of integrated, massively distributed sensor networks" [7].
These "Networked Sensors" [8] were supposed to communicate with another or
with a central base station to perform a large sensing task, thus enabling inno-
vative methods to interact with the environment, where more information was
provided less intrusively from several distributed sites. To this end, many po-
tential applications were proposed, especially those in which wired sensors were
unusable [9]. The key requirement, as well as the biggest challenge, was minimum
energy consumption in such a small size while performing all these functions [10].
Carrara in [5] summarizes with a detailed analysis of several research projects the
main milestones along the pathway of the Smart Dust project. In particular, he
identifies two different stages of the research:

1. The early development stages, concerning the proposition of the project, and
the first demonstration with a full functioning device.

2. The second research period, where most of the research activities focused on
state-of-art technology, and where the key constrains were power ad area,
sometimes without succeeding in reaching the original goal of a real fabrica-
tion of a "cubic-millimiter" sized mote.

However, the work of revision of the Smart Dust concept in [5] is conceived to rise
a new perspective in the field of human sensing, paving the way for the conceptu-
alization of the next generation of implantable and wearable devices. The next section
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recalls the crucial aspects of the research work developed by Carrara in [5] con-
cerning the application of the Smart Dust concept in the field of human sensing.

2.2 The concept of Smart Dust in the medical field

Even though the application to biology of the Smart Dust project has been con-
ceived in the early development stages for the monitoring of the movement of
small birds and insects [6], the research has prospected in more recent years the
possibility to apply such concept to the field of human health-monitoring. The
idea was to provide telemetry from inside the body through a distributed sensing
active network consisting of thousands of dust motes spread in the human body.
The research in this field deals in particular with two main branches:

1. Brain-Machine Interfaces, where the dust particles are often referred to as
"Neural Dust".

2. Metabolism Monitoring, where the dust motes take the name of "Body Dust".

The Neural Dust was conceptualized earlier than the Body dust. The first research
was published in 2013, by Jan M. Rabaey and Michel Maharbiz [11], who intro-
duced the concept of Neural Dust as a "revolutionary" application in the field of
brain monitoring. The Body Dust project, proposed a few years later by Sandro
Carrara and Pantelis Georgiou, was conceived instead to provide a new paradigm
for the monitoring of human metabolic conditions.

2.2.1 Application to the Brain-Machine Interfaces (BMI)

Neural Recording

The work developed by Jan M. Rabaey and Michel Maharbiz in 2013 [11] aimed to
overcome one of the major obstacles in Brain-Machine Interfaces (BMI), as well as
the "lack of an implantable neural interface system that remains viable for a life-
time", thus providing the path for a truly "chronic BMI". To achieve this goal, two
technological innovations were required. The first one concerned the development
of the neural dust motes, consisting of thousands of free-floating, autonomous,
ultra-miniature devices, with lateral size of 10-100 µm, that could detect and trans-
mit local electro-physiological data. The other technological innovation concerned
the development of a "sub-cranial interrogator" that could send power via a ultra-
sound link, and receive data via the same ultra-sound channel through backscatter
communication. The work developed by Rabaey and Maharbiz identified from the
beginning the main challenges in this field. In particular, they investigated the ul-
timate limits in scaling size, power and bandwidth, as well as the relevant system
trade-offs for the development of such devices. The choice of powering and com-
municating via ultra-sonic channel was preferred over the other existing methods
to meet the size constraints of neural dust. However, even though the ultrasonic
communication resulted feasible at that size scales in simulations, there were still
some challenges to be faced such as the fabrication of a piezo-electric transducer
at the same scale.
The following studies contributed significantly to the advancement of the research
in this field [12],[13], [14], [15]. However, two main issues has still to be reasonably
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proven. On one hand, the true feasibility of the concept at the sub-mm scale has
yet to be demonstrated. Additionally, the demonstration of real applications of the
neural dust motes (NMD) for neural monitoring has yet to be achieved.

Neural Stimulation

For what concerns neural stimulation, Cagnan et al.[16] proposed the concept of
"ultrasound-linked neural dust" as a means to improve the specificity of implant
while ensuring less invasiveness, using hybrid methods that combines implantable
and wearable systems. The main disadvantages of the existing battery powered
stimulators increased the size and weight of the implant, and required battery re-
placement or charging, while wired stimulators might cause infection [17], thus
limiting the movement of stimulators within the tissues, or even leading to for-
eign body reactions [18]. However, similarly to the case of neural recording, the
existing research work follows essentially a simulative approach to demonstrate
the feasibility of the concept. Moreover, even if new wireless technologies have
enabled the development of miniaturized neural stimulators, the real fabrication
of such devices is still at the mm-scale [19].

2.2.2 Application to Metabolism Monitoring

S. Carrara and P. Georgiou[20] have prospected the possibility of developing a
drinkable, remotely powered, diagnostic system, consisting of a multitude of au-
tonomous small particles, each one with specific size constraints, that could pro-
vide "in-body" diagnostic telemetry, favouring a monitoring approach at the molec-
ular level. They termed such system as "Body Dust". To this end, they analysed
the theoretical feasibility of the first ever conceived sub-10 µm CMOS integrated
circuit (IC) with bio-sensing capability, that once self-located in human tissues
(i.e. a tumor mass), could transmit wirelessly the diagnostic information outside
the body. This CMOS cube was the result of the integration in a highly com-
pact integrated-circuit (IC) of (1) sensing capability of specific molecules, (2) data-
telemetry properties, (3) reduced power consumption, and (4) bio-compatibility.
Such tight size-constraints (sub-10 µm3) were essential to exploit the mechanism of
"internalization": after being drunk by the patient, the body dust particles should
pass through the gut-wall barrier, and "free-circulate in human tissues". Even with
the present state-of-the art CMOS technology, such size requirements seems to be
currently unfeasible, so that there are still some doubts concerning the real viability
of so small devices [5]
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FIGURE 2.1: Illustration of concept of Body Dust particles for
metabolism monitoring. The target size of these ultra-small parti-
cles is the blood cells size, in order to favour internalization process,
so that they can self-identify the body-region source of the disease,

and send wirelessly the sensed diagnostic data outside the body.

However, the existing research works demonstrates the feasability of the concept
close to the target size and power constraints[5]. A first full circuit architecture
for glucose amperometric biosensing in CMOS technology has been design by Jan
Snoeijs, Sandro Carrara and Pantelis Georgiou [21]. Specifically, the work devel-
oped focused exclusively on the design of the architecture to interface to the bio-
sensor and to the wireless transmitter. In particular, it took inspiration from a
Google project published in 2012 [22], especially for some parts and features of the
system conceived to gain space and efficiency. One of this was Backscattering, one
of the most compact ways to wirelessly (1) power the system and (2) transmit data
to an external device simultaneously 1 Another important feature was Current to
frequency conversion, an efficient approach for encoding the sensed information to
save area and power 2. The results obtained from simulations demonstrated that
the required chip area was of 10x10 µm2, which is still too large considering that it
refers to the biosensor front-end only.
The work developed a few years later by G. Barbruni et al. [26] focused on the
study of the feasibility an ultra-sound (US) communication circuit for the body
dust mote. The proposed architecture extended from the bio-sensor read-out front-
end, which was assumed to be the one discussed in [21], up to the transmitter back-
end. The main objective was to transmit the maximum number of source signals
while assuring low power consumption and minimum occupation area. To imple-
ment the data acquisition and processing system an event-based approach, already

1It is important to remark that backscatter communication (BC) has emerged as a potential solu-
tion to solve the problems concerning the hardware complexity limitation [23], [24], [25].

2Current-to-frequency converters convert the analog data provided by the sensor into a digital
transmittable information, without an explicit analog to digital converter (ADC)
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discussed and demonstrated in [27], has been followed, while the low power trans-
mission outside the body was achieved through a On-Off Keying (OOK) modula-
tion and backscatter communication. The final simulation results demonstrate that
the total chip area was 43x44 µm2 and the power consumed by the chip was less
than 10 µW.

2.2.3 Open Challenges

The near future research has to face several challenges to achieve the true real-
ization of so small CMOS motes for body diagnosis at the molecular level. These
challenges can be listed as follows:

1. design of extremely small bio-sensors, i.e. at the sub-micrometer (or nanome-
ter) scale, and suitable bio/CMOS interfaces.

2. design of CMOS circuits and systems for ultra-low-power biosignal acquisi-
tion and processing, characterized by extremely small area;

3. design of powering methods feasible at extremely reduced sizes, which seems
at the moment the most difficult task.

4. design of small and low power data links systems.

5. in-body demonstration, which remains actually the hardest challenge.

The proposed thesis project aims to contribute to the research in this field focusing
on points 2. and 4. of the list above. In particular, the concept of digital mix-
ing is proposed as an alternative approach to the event-driven digital architecture
proposed in [26] for the acquisition and transmission of multiple input data. The
second part of this project is dedicated to the analysis of the BER performances of
OOK and FSK modulation techniques for the implementation of energy-efficient
communication systems in the field of wireless microsensor applications, while
attempting to extend the analysis to the body dust concept.
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Chapter 3

Multiple Input, Single Output
Frequency Mixing
Communication Technique for
Low Power Data Transmission

Digital mixers have been analysed in depth multiple times in literature. However,
the concept of digital frequency mixing as a method to transmit multiple signals
through a single output for low power wireless applications has not been analysed
in great detail yet, especially for what concerns the analysis of the error generated
in the output of the mixer because of the variation of the frequency of the input
signals. In particular, this project offers a deep insight in the study of the simplest
case of digital mixing, which involves two inputs only.
This chapter starts with a literature review of digital mixing, with a particular fo-
cus to the method used for the analysis in different research works. This is of great
interest, as one innovative aspect of the proposed thesis project is the adoption of
a peculiar test methodology used for the study of the error performance of digital
mixing. Then, the concept of digital mixing as a method for multiple signal trans-
mission is introduced, along with the first example of application. The latter in
particular will be revised to introduce the concept of the error performance asso-
ciated to the proposed method, which will be discussed in depth in the following
chapter (Ch. 4).

3.1 Literature review of digital mixing

The concept of digital mixing and the study of the D flip-flop (D-FF) as a differ-
ential mixer has been discussed yet in literature in a variety of research activities
along with the potential applications.
In 1969, K. P. Roby [28] demonstrated that when applying two input square-waves
to the D and T inputs of a D-FF, the frequency of the output signal was the differ-
ence of the input frequencies, thus showing that the D-FF worked as a differential
mixer. With this peculiar property, the D-FF was then employed for the design of
measurement systems, for the detection of small frequency increments [29], [30],
[31]. Bennet et al. [32] studied the logic behaviour of the D-FF using Fourier anal-
ysis to demonstrate its operation as a frequency changer, while Zhang et al. [33]
studied the conditions in terms of input frequency ratio for which the D-FF can
be used as a mixer, still by means of a Fourier analysis. Dong Jinfeng et. al [34]
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studied in theory the output characteristics of the D-FF mixer and the output error
performances 1 with a time-base analysis, and in experiments with test method-
ologies based on measurements against real hardware devices.
Zang et al. [35] studied in theory and experiments the behaviour of different logic
gate mixer, when two quasi-digital signals are connected to the inputs, and the re-
sults showed that XOR and XNOR logic gate mixers performs better than the other
logic gates.

3.2 Digital Mixing as a data transmission method for low
power wireless communication

Figure 3.1 shows the conceptual architecture for the implementation of a commu-
nication method based on digital mixing.

FIGURE 3.1: Architecture of a communication method based on
digital mixing, which employs at the transmitter side a D flip-flop
used in a divide-by-two counter setup with asynchronous active
low reset, and at the receiver end a generic architecture that per-

forms frequency measurement on the input mixed signal

The D flip-flop represents one of the possible circuit configuration for the sig-
nal mixing, and in this case it is used in a divide-by-two counter setup with asyn-
chronous active-low reset. This simplifies the demodulation process at the receiver
side, since it ensures that the Duty Cycle of the output signal is kept at the 50%.
The input signals are two square-waves produced by dedicated sensing nodes, and
the information which is intended to be transmitted is the frequency of these time-
continuous signals. Such signals are usually generated by the so called "quasi-
digital sensors" and they have features of analog and digital signals at the same
time [36].
With the mixing, the signal characterized by the highest frequency is conveyed to
the clock port of the D flip-flop, while the one with the lowest frequency is fed into
the reset port, and the signal generated by the mixer carries simultaneously the
frequency information of both the inputs.
The two original frequencies will be then reconstructed at the receiver side, which
performs essentially a frequency measurement on the input mixed signal. The spe-
cific method employed, as well as the design of the receiver architecture, will be
chosen according to the target application.
The fact that the input signal information are simultaneously transmitted with a

1Here the expression "error performance" refers to the conditions in which the D-FF do not work
as a differential mixer
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single output stream allows for a true continuous real-time monitoring of the in-
put sensed parameters: there is no need of switching in time between the different
sources, as in the case of a typical multiplexed solution for example, where the in-
puts signal are selected for specific time slots. Additionally this data transmission
method supports wireless power and data transfer as demonstrated [37]. How-
ever, the most attractive feature of such method lies in the hardware simplicity
required for the circuit implementation.
All these features demonstrate that digital mixing is a promising solution for the
transmission of multiple signals for extremely resource-constrained applications,
such as the Body Dust.

3.3 First example of application: The "DAPPER"

The first application of this data transmission method can be found in the "DAP-
PER" designed by Ma et al. [37]. The system has been conceived is an analog
front-end that performs concurrent potentiometric and amperometric sensing for
the detection of bio-fluids. This system has been envisaged to be placed in the oral
cavity for the continuous monitoring of salivary bio-molecules. The system will
be roughly analysed in terms of its internal building blocks in the following, as it
serves to introduce the concept of the error performance in digital mixing and the
resulting constraints on the input frequency ratio, which will be studied in great
detail in the following chapter.

FIGURE 3.2: Block diagram of the Dapper

The block diagram of the DAPPER is shown in Figure 3.2. It consists of four
main building blocks:

• Electrochemical cell, which consists of four electrodes, where in particular
the working electrode (WE) is used for the amperometric reading, the ion-
sensitive electrode (ISE) for the potentiometric sensing.

• Amperometric circuit, which transduces the information related to the input
current into a frequency. The output signal is a square-wave with a 20%
duty-cycle.

• Potentiometric circuit, which essentially converts the input voltage between
RE and ISE into the frequency of a square-wave with a 50% duty cycle.
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• D-FF digital mixer. The signal from the potentiometric circuit is fed into the
reset port, whereas the one coming from the amperometric circuit goes into
the clock port.

3.3.1 The constraint on the input frequency ratio

Ma et al. in [37] have precisely motivated the choice of the input frequency ranges,
along with the constraints on the input frequency ratio, through the analysis of a
possible situation arising with the signal mixing, which is reported in Fig. 3.3. A
certain phase shift is assumed between the potentiometric signal and the ampero-
metric one. Let ta be the time when the potentiometric signal goes high, te the time
when the mixed signal (the output of the D-FF) goes high, and tb the point where
the potentiometric output goes low.

FIGURE 3.3: Timing Diagram of the signal mixing, where the am-
perometric and potentiometric signals are the inputs of the mixer.
TA is the period of the amperometric signal, TP is the period of the
potentiometric signal. "e" is the error generated in the mixed signal
concerning the potentiometric period because of the input phase

shift.

The reconstruction of the amperometric and potentiometric data in the mixed
signal can be performed with the calculation of the edge-to-edge time difference
in the mixed signal. To ensure the detection of at least two rising edges of the
amperometric signal in the mixed signal, TP has to be chosen to be at least 4 times
greater than TA. For the potentiometric signal, which is the one characterised by a
lower frequency, an error arises in the mixed signal because of the phase shift with
the signal mixing. This error can be computed as follows. The received period TP
can be expressed in terms of e according to the following equation:

Tp,received

2
= tb − te =

Tp

2
− e (3.1)

where Tp,received is the period of the potentiometric signal at the receiver side, while
Tp is the actual potentiometric period, and e is the error generated on Tp in the
mixed signal.
Considering:

te − ta < TA (3.2)
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And substituting Eq. 3.2 into Eq. 3.1, it results:

te − ta

Tp
<

TA

Tp
(3.3)

Eq. 3.3 allows us to deduce the maximum percentage error on the potentiometric
period, given a certain input frequency ratio. In particular, if a maximum error of
the 10% on Tp,received is considered acceptable, it comes out that the amperometric
frequency should be at least one order of magnitude (x10) larger than the poten-
tiometric frequency. This initial results suggest that the smaller the ratio TA/TP
the smaller the error generated in the mixed signal, which can be rephrased as "the
greater the input frequency ratio fA/ fP (or f1/ f2 with reference to Fig. 3.1), the
smaller the error associated with T2 (and consequently with f2) generated in the
mixed signal".
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Chapter 4

Characterization of Digital Mixing
in terms of error performances

The aim of this chapter is the characterization of the error performance in digital
mixing. This is achieved through the examination of the main sources of error,
and through the characterization of their impact on the system performance. The
main focus of the following analysis is the study of the ideal logical model of the
system, which is by definition independent on the implementation/technology/-
timing details, that usually are linked to the target application. This is of great
importance, as it allows to create the basis for the full characterization of digital
mixing.

4.1 Study of the error sources with preliminary time-base
analysis

The first step consists in the identification of the sources of error in digital mixing
through a preliminary time-base analysis of the output characteristics of the D flip-
flop mixer.
As explained in Chapter 3, the information associated to each sensing node is em-
bedded in the frequency (or period) of the square-waves they generate. In general,
no synchronization between these nodes is assumed, and as a consequence there
may exist a certain phase shift between the different square-waves.
With the signal mixing, the frequency information of the input signals are simulta-
neously present in the output of the D flip-flop. However, in some cases, an error
is generated in the mixed signal, which causes the loss of information of the source
signals.
Figure 4.1 shows one possible timing diagram of the signals involved in the mixing
process. In this case, no phase shift between the input signals S1 and S2is assumed,
and the input frequency ratio is equal to 7. T2 coincides with T2m , while T1 is equal
to T1m , so no error is generated in the output signal for the information associated
to both T1 and T2.
Suppose to change one of the input frequencies, e.g. f2, while keeping constant the
other one (i.e. f1), and still assuming no phase shift among the input signals, as
depicted in Fig.4.2. The only difference with respect to the case described in Fig.
4.1 is the input frequency ratio, which causes an error on T2 in the mixed signal,
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FIGURE 4.1: Timing diagram of the relevant signals of digital mix-
ing. T2 and T2m are respectively the period of the input signal with
the lower frequency (i.e. S2), which is fed into the reset port of the D
flip-flop, and the period of the same signal in the mixed signal, (i.e.
MIXED_S). Equivalently, T1 and T1m represents respectively the ac-
tual period of S1, which is fed into the clock port of the D flip-flop,
and the period of S1 in the mixed signal (MIXED_S). No phase shift
is present, and for this specific input frequency ratio ( f1/ f2 = 7), no

error is generated.

FIGURE 4.2: Timing diagram of the relevant signals of digital mix-
ing. No phase shift is present and f1/ f2 = 8. An error of the 12.5%

is generated on T2.
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that can be expressed as follows:

erT2% =

∣∣∣∣T2 − T2m

T2

∣∣∣∣ · 100 (4.1)

In particular, erT2% is the relative percentage error on T2, which is the period of the
input signal with the lower frequency, and T2m is the information associated to T2
in the mixed signal. For what concerns T1, instead, no error arises in the mixed
signal.
Considering that f1

f2
= 8, it is possible to evaluate erT2% according to Eq.4.1 as fol-

lows:

erT2% =

∣∣∣∣T2 − T2m

T2

∣∣∣∣ · 100 =

∣∣∣∣8 · T1 − 9 · T1

8 · T1

∣∣∣∣ · 100 = 12.5% (4.2)

Figure 4.3 showcases the timing diagram of the signals involved in digital mixing,
where specifically f1

f2
= 7, as in the case depicted in Fig.4.1, and ∆φ, which is the

relative input phase shift between S1 and S2, is of the 50%1.

FIGURE 4.3: Timing diagram of the relevant signals of digital mix-
ing. In this case, f1

f2
= 7 and ∆φ = 50%. An error is generated in the

mixed signal for both the input periods.

In this case, errors are generated in the mixed signal for both the input periods.
Fortunately, for S1, which is the signal with the higher frequency, the larger amount
of pulses compensates for the error on T1 in the mixed signal. In contrast, for the
lower frequency signal S2 the period information is irrecoverably lost, because of
the low amount of samples in the output of the D flip-flop.
The error on T2 in the mixed signal can be computed following again Eq. 4.1 as:

erT2% =

∣∣∣∣T2 − T2m

T2

∣∣∣∣ · 100 =

∣∣∣∣7 · T1 − 7.5 · T1

7 · T1

∣∣∣∣ · 100 ' 7% (4.3)

In Figure 4.4, f1
f2
= 8, as in the case of 4.2, and ∆φ = 50%. In this case, the error

in the mixed signal arises only for T2, which can be computed as:

erT2% =

∣∣∣∣T2 − T2m

T2

∣∣∣∣ · 100 =

∣∣∣∣8 · T1 − 9 · T1

8 · T1

∣∣∣∣ · 100 = 12.5% (4.4)

1∆φ is expressed as a percentage of the period of S1
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FIGURE 4.4: Timing diagram of the relevant signals of digital mix-
ing. In this case, f1

f2
= 8 and ∆φ = 50%. An error is generated in the

mixed signal for T2 only.

Error on T2 in the mixed signal
f1/ f2 ∆φ erT2%

7 0% 0%
8 0% 12.5%
7 50% 7%
8 50% 12.5%

TABLE 4.1

Table 4.1 summarises the cases described in Fig.4.1, 4.2, 4.3, 4.4, resulting form the
time-base analysis of digital mixing. It suggests that the error on T2 (erT2%) in the
mixed signal is the result of the combination of the frequency ratio of input signals
( f1/ f2), and their relative phase shift (∆φ): for specific f1/ f2, the variation of ∆φ
makes the error generated on T2 vary as well, while for other f1/ f2 it has no effect
on erT2% .

4.2 The Test Method

To achieve a complete characterization of the error performances, which takes into
account different combinations of input frequency ratios and relative phase shifts,
and to analyse and quantify the effects of the error sources, the approach exclu-
sively based on a time-base analysis can be time-consuming, especially when ac-
curacy is required.
One of the innovative aspect of the proposed thesis project consists in the defini-
tion and use of a peculiar test methodology based on automated functional sim-
ulations for the characterization of the error performance in digital mixing, which
results in a rather effective and fast approach.
Functional simulations are traditionally performed to check the design functionali-
ties [38] of digital circuits. In this case, they are rather employed to predict the log-
ical circuit behaviour, in order to study the variation of the error generated in the
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mixed signal when the input frequencies and relative phase shift vary. Addition-
ally, functional simulations do not take into account any timing/technology/im-
plementation details, since the HDL description of the circuit is not synthesized
yet [39], which is of great interest for this analysis, as it focuses on the study of the
error performance of digital mixing regardless the technological issues and their
error contribution.
The entire test method for the characterization can be subdivided into two main
parts:

1. Simulation Stage, whose main objective consists in testing the device in dif-
ferent possible combinations of f1, f2, and ∆φ.

2. Processing Stage, which handles with the results collected at the simulation
stage to examine in great detail the effect of the error sources on the error
generated in the mixed signal.

The key feature is automation: on one hand it allows to run automatically and itera-
tively several simulations, where a large amount of data is generated; on the other
hand it permits to manage and process very efficiently and rapidly all these data,
thus optimizing significantly the time required for the entire test process while
assuring a high accuracy.

4.2.1 The Testbench

Functional simulations are based on the development of a Testbench, which is
HDL code that is used to provide a documented, repeatable set of stimuli to the
Device-Under-Test (DUT), and to check the system response.
The Testbench used for the characterization of digital mixing depicted in Figure
4.5 is conceptually structured in three main parts:

1. Stimuli generation. It is to remember that the inputs and the output of the
digital mixer are "quasi-digital" signals, as specified in Chapter 3. So the
stimuli generated in the Testbench are two square-waves with different fre-
quencies and with a specific relative phase shift, produced by the VHDL
code.

2. DUT, which consists of two sub-blocks, that are (1) the mixer, and (2) an ad-
ditional block. The latter converts the informative parameter in the mixed
signal produced by the D flip-flop (i.e. frequency or period) into a numeri-
cal quantity, and it is connected to the mixer in master-slave configuration,
where the mixer works as a Transmitter (TX) and the additional block as a
Receiver (RX).

3. System Response, which is the actual mixed signal2, while the output of the
receiver represents the numerical information associated to the mixed signal,
and its content is stored during simulations into text files to be then processed.
This is managed through a VHDL process, which writes upon event the nu-
merical information produced by the receiver into the file. Additionally, the
system response can be inspected graphically through the waveform viewer,
as the simulator calculates and plots the corresponding waveforms.

2The device to be fully inspected is the mixer only, while the receiver represents an ideal hardware
support for the analysis based on VHDL functional simulation.
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The test-bench and the RTL (register transfer level) description of the DUT are
implemented in VHDL and simulated with Modelsim, from Mentor Graphics. The
system is tested for different combinations of f1, f2, and ∆φ, and for each of them
a text file is generated.

FIGURE 4.5: Conceptual structure of the Testbench for the test of
the error performance in digital mixing. The input stimuli are ap-
plied to the DUT, consisting of a TX (mixer) and a RX (additional
block for the time-to-code conversion), and they are quasi-digital
signals. The numerical information produced by the receiver re-
lated the mixed signal are written into a text file. The waveform
viewer allows for a visual inspection of the signal involved in the

test-bench.

4.2.2 Scripting for test automation

In general, the higher the number of combinations of f1, f2, and ∆φ considered,
the higher the accuracy during the processing stage. Therefore, to assure a good
accuracy for the analysis, it may be necessary to run many simulations, and doing
it manually can be extremely onerous in terms of time. To speed-up the process, it
is possible to automatize the test procedure with the aid of scripting languages,
such as python and bash. It essentially serves to work with the Electronic Design
Automation (EDA) tools in batch mode. It is convenient to analyse the Simulation
stage and the Processing stage separately to appreciate the efficiency of scripting.

Automation in the Simulation stage - bash, Tcl

Figure 4.6 demonstrates the flow of the automation process for the Simulation
stage, where the relevant steps are modelled by specific files. "Conf. Script" is a
bash script (.sh) that performs in loop the following steps:

1. Modify the values of f1, f2, and ∆φ in the Testbench file (.vhd).

2. Launch the "Run Script" (.sh), which is a bash script file that is used to config-
ure and run the VHDL simulator (i.e. Modelsim) under UNIX environment,
thus allowing to work in batch mode without the GUI (Graphical User Inter-
face).

The "Run Script" in turns launch the Tcl (.tcl) file "Sim Script", which is used to
define the operation required for the simulation3. This script, in particular, uses

3Many HDL simulator tools, such as Modelsim, support Tcl script language as an application
programming interface, enabling control of the simulation using Tcl commands [40]
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the Testbench with the modified parameters ( f1, f2, and ∆φ). The codes of "Conf.
Script", "Run Script", and "Sim Script" are reported in Appendix A to clarify the flow
of the operations required for the execution the entire simulation process.
As previously anticipated, during each simulation the results are stored into text
files (.txt). The outcome of the entire process is a set of text files, each correspond-
ing to a combination of f1, f2, and ∆φ. The total number of simulations is defined
in "Conf. Script" through the depth of the loop.

FIGURE 4.6: Conceptual representation of the flow of the entire sim-
ulation stage with the relevant files involved in the automation pro-

cess.

In the following it is reported an example of the format of the Results file:

1 1265140 10370
2 1265140 10370
3 1265140 10370
4 1265140 10370
5 1265140 10370
6 1254560 10370
7 1253730 10370
8 1252900 10370
9 1252070 10370

10 1251240 10370
11 1250410 10370
12 1259950 10370
13 1265140 10370
14 1265140 10370
15 1265140 10370
16 1265140 10370
17 1265140 10370
18 1265140 10370
19 1254140 10370
20 1253310 10370

The first column refers to the numerical information associated to T2 measured
in the mixed signal, the second column represents the numerical information as-
sociated to T1. The number of rows corresponds to the total number of samples
collected in each simulation and it is related to the simulation time configured in
the Run Script.
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Automation in the Processing stage - python

Figure 4.7 demonstrates the flow of the automation process for the Processing
stage. The main scripts here are Python scripts (.py), which are used to extract the
results of the text files form the Simulation stage and generate some plots, showing
the trend of the error as a function of the error sources, that are f1

f2
and ∆φ. Based

on the way the data are extracted different analysis can be carried out.

FIGURE 4.7: Conceptual representation of the flow of the process-
ing stage for the results from simulations with the relevant files in-

volved in the automation process.

4.3 Design of the Receiver Architecture

As previously specified, this additional block serves to perform the time-to-code
conversion in the mixed signal, in order to provide a useful numerical information
to be used during the processing stage for the error calculation. It is to remark
that the main objective of the test methodology is the error characterization of the
mixer, and for this reason the main requirements for the design of the receiver are:

• High Accuracy

• Hardware Simplicity

Accuracy is crucial, because a significant error contribution to the measure-
ment produced by the receiver would make the results inconsistent for analysis.
Additionally, it is fundamental to keep the hardware complexity of the receiver
low in order to speed-up the simulation process: this additional block has to be
verified before being used in the Testbench, and it is well known that the design
complexity influences the time required for the verification of the design itself.

4.3.1 Internal blocks of the receiver architecture

The method exploited for the measurement of the informative parameter in the
mixed signal is the edge-to-edge time difference to code conversion, which means that
the receiver acts essentially as a pulse-length counter. This method is often re-
ferred to as "indirect frequency counting method" in literature [36].
Figure 4.8 showcases the top level view architecture of the receiver. It consists of
four main building blocks, listed in the following:
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1. Synchronizer

2. Edge Detector

3. Fast-Frequency Detector

4. Slow-Frequency Detector

All these blocks are synchronous circuits and they share the same reference
clock signal with frequency fck. The input is the quasi-digital mixed signal, while
the output signals are two binary codes, that represents the period information of
the sources extracted from the mixed signal.

FIGURE 4.8: Top level view of the architecture of the receiver, which
consists of four building blocks: (1) synchronizer, (2) edge-detector,

(3) fast-frequency-detector, and (4) slow-frequency-detecor.

Synchronizer

In general, the role of the synchronizer consists in (1) receiving the input signals
arriving at arbitrary times with respect to its system clock domain, and (2) min-
imizing the probability transition of the output signal within the setup-and-hold
window of the receiving latch or flip-flop [41], which means reducing the problem
of metastability. In this analysis, the main focus is (1), as the design of the receiver
serves essentially for the characterization of the mixer, rather than for a true appli-
cation. For this reason the problem of metastability is temporarily neglected.
The synchronizer (Fig. 4.9) drives the input signal (D) into the timing domain of
the system clock (Clk). It essentlially provides the synchronous notification of the
incoming asynchronous edges, when producing the output Q.

FIGURE 4.9: Relevant signals of the synchronizer
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The main requirement is to prevent data from being lost during the acquisition of
the input signal. This means that the following equation must be satisfied [42]:

1
fck

= Tck < min{TIN} (4.5)

where fck is the clock frequency of the whole receiver, and min{TIN} is the mini-
mum pulse of the asynchronous input signal. This condition ensures that the input
signal is sampled before any combinational operation is carried out, so that there
is no risk to loose the edge detection, performed by the downstream block.

Edge Detector

The RTL view of the edge-detector is depicted in Figure 4.10. It consists of (1) a
flip flop and of (2) some additional combinational logic, as well as two pairs of
AND gates and inverters. The first flip-flop stores the state of the signal at the
last rising clock edge, and compares it to the value of the signal at the current
clock edge, while the additional combinational logic is used to detect the low-to-
high transition and viceversa. If the state change matches one of the conditions,
a "flag" (falling_edge/rising_edge), which is essentially a pulse synchronous with
the internal clock, is generated. The pulse width of this flag is equal to the internal
clock period, as it is shown in Fig. 4.11.

FIGURE 4.10: RTL view of the edge detector.

FIGURE 4.11: Example of timing diagram with all the signal in-
volved in the edge detection. IN_synch is the output of the syn-
chronizer. IN_synch_old represents the state of IN_synch at the
previous clock cycle. Ris_edge and Fal_edge are the actual output
signals of the edge detector, and they are active when either a rising

or a falling edge is detected.
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4.3.2 Fast-frequency detector and Slow-frequency detector

As shown in Figure 4.8, the "Ris_edge" and "Fal_edge" signals are conveyed to the
Fast-frequency detector and to the Slow-frequency detector, which act respectively
as a high-pulse counter and a low-pulse counter. In particular, the "Ris_edge" sig-
nal enables the fast-frequency detector, while the "Fal_edge" signal disables and
then reset it synchronously for next conversion. This behaviour is similar for the
slow-frequency detector, which is instead a low-pulse counter: the "Fal_edge" sig-
nal enables the counter, while the "Ris_edge" signal disables and reset it. The use of
two dedicated counters allows the simultaneous measurement of the two periods
within the mixed signal.

4.4 Analysis of the Accuracy of the Receiver

As previously anticipated, the main requirement for the design of the receiver is to
ensure a good accuracy in the time-to-code conversion. This section deals with the
analysis of the main sources of error concerning such conversion, while outlining
the means to improve accuracy. This is achieved considering the error contribution
arising in the whole conversion chain (Fig. 4.8).

4.4.1 Synchronization stage

Figure 4.12 shows the error arising from the synchronization stage. "IN" is the
input asynchronous signal, "IN_synch" is the output of the synchronizer, as well
as the synchronize version of "IN", and "CK" is the reference clock signal of the
receiver.

FIGURE 4.12: Example of timing diagram concerning the synchro-
nization stage and the error generated on the synchronized input
signal . Tck is the period of the reference clock signal (CK), TIN
is the period of the input signal (IN), and TINsynch is the period of
IN_synch. ∆ta is the time distance between the rising edge of CK
and the rising edge of IN, while ∆tb is the time distance between

the falling edge of IN and the rising edge of CK.

Assume that the input period TIN lies in between the following interval:

2 Tck < TIN < 3 Tck

Consider then four successive rising-edges of "CK", as depicted in Figure 4.12. "IN"
can have a low-to-high transition a time-interval (∆ta) after the first edge of "CK",
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and a high-to-low transition a time-interval (∆tb) before the third edge of clock
signal. The period of the asynchronous input signal can be expressed in terms of
Tck, ∆ta and ∆tb, according to the following equation:

TIN = 3 Tck − ∆ta − ∆tb (4.6)

While the period of the synchronized input signal can be written as:

TINsynch = 2 Tck (4.7)

The error concerning the period of the input signal generated at the synchroniza-
tion stage can be evaluated in absolute terms as:

εTIN
≤| TIN − TINsynch |= 3 Tck − ∆ta − ∆tb − 2 Tck | (4.8)

εTIN
can assume different values, depending on ∆ta and ∆tb:

1. If ∆ta, ∆tb −→ 0, εTIN
−→ Tck

2. If ∆ta, ∆tb −→ Tck, εTIN
−→| −Tck | = Tck

3. If ∆ta + ∆tb −→ Tck, εTIN
−→ 0

The above-listed case can be summarized with a more general expression as fol-
lows:

εrTIN % ≤
Tck

TIN
· 100 (4.9)

where εrTIN % is the relative error generated on TIN during the synchronization
stage. Assuiming as acceptable an error of 0.1%, Tck should be at least three order
of magnitude smaller than TIN . This demonstrates that the clock frequency fixes
the accuracy of the system.

Edge detection and time-to-code conversion

Figure 4.13 shows the timing diagram concerning the whole conversion chain for
a high-pulse counting process4.

FIGURE 4.13: Example of timing diagram for a high-pulse counting
process. IN is input signal. IN_synch is the synchronous input sig-
nal. CNT_EN is the counter enable signal and it has the same pulse
length as IN_synch. This shows that no further error is generated

after the synchronization stage

4The timing diagram is the same for a low-pulse counting process
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After the synchronization stage, where the input signal is synchronous with the
internal clock, the following stages, i.e. the edge detection and the pulse to code
conversion, happen coherently with the reference clock, so no further error occur in
the conversion chain for what concerns the logical behavior. However it is possible
to improve further the accuracy of the whole receiver, by setting the following
parameters for each counter:

1. The period of the clock signal (Tck), which determines the resolution of the
counter, as the smaller is the period, the higher the resolution in the measure-
ment.

2. The number of bits of the counter (N), which is linked to the clock and to the
input signals, and which determines the count length.

If Tck is set to limit the error during the synchronization stage (Eq.4.8), N can be set
accordingly as follows:

N > log2
∆t
Tck

(4.10)

where ∆t is the minimum pulse length of the input signal and Tck is the period
of the reference clock.

4.5 Functional simulations and analysis of the error perfor-
mance

As remarked in section 4.2.1 , the system is simulated for different combinations
of f1, f2, and ∆φ, and for each combination the results are collected into dedicated
text files. These results refers to the counter ticks of the fast-frequency detector
and of the slow frequency detector. During the processing stage, the data stored in
the text files are converted into the corresponding time information, and the error
is evaluated following Eq. 4.1. This is carried out automatically and efficiently
with the aid of python scripts, as specified in section 4.2.2. The final objective of the
analysis of the error performance of digital mixing is to quantify the dependency
of the error generated in the mixed signal on the corresponding sources, i.e. f1/ f2
and ∆φ.
The analysis will be built upon two main issues:

• study of the trend of the error generated on T2 in the mixed signal (erT2%
) as a

function of the input frequency ratio ( f1/ f2).

• study of the impact of relative phase shift of the input signals (∆φ) on the
trend of erT2%

versus f1/ f2.

In general, this trend is expected to be decreasing with the increase of the input
frequency ratio, and the impact of ∆φ is expected to be significant towards lower
values of f1/ f2.
The analysis starts from the work developed by Ma et al [35], where it was as-
sumed that to have a maximum acceptable error on T2 equal to the 10%, f1 should
have been at least one order of magnitude greater (x10) than f2.
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4.5.1 Results

Fig. 4.14 shows with three different graphs the trend of the error on T2 as a func-
tion of the input frequency ratio. Each graph showcases that the general trend of
erT2%

in logarithmic scale is exponentially decreasing with f1/ f2, and in particular
from the fourth decade, where f1 is about three orders of magnitude greater than
f2, the error decreases to almost 0% in any of the three cases.
The graphs depicted in Fig. 4.14a, 4.14b, and 4.14c differ with one other according
to the way the phase shift is considered for the calculation of the error, which es-
tablishes in particular the dot distribution in the scatter-plot of each graph.
Figure 4.14a exhibits the trend of the average error on T2: the dots in the scatter-
plot represent the error evaluated for a specific input frequency ratio and averaged
over all the ∆φ for that specific f1

f2
.

Figure 4.14b, showcases the trend of the maximum error on T2, where each dot rep-
resents the maximum error evaluated for a specific input frequency ratio, resulting
from a specific phase shift. It is interesting to notice by comparison between the
graphs in Fig. 4.14a and in Fig. 4.14b, that the dots distribution of the maximum
error changes towards lower values of the input frequency ratios with respect to
the average case. In particular, for the same input frequencies the limit error of
the 10% previously assumed is overcome, such that the error on T2 reaches a max-
imum value of the 12%, as highlighted in red.
Fig. 4.14c exhibits the trend of the minimum error on T2, where, similarly to the
case of the maximum error, the dots of the scatter plot represent the minimum er-
ror evaluated for each f1/ f2, resulting from a certain phase shift. In this particular
case, as a results of some specific combinations of frequency ratio and phase shift,
erT2%

reduces to 0% even when the f2 is only one order of magnitude greater than
f1, that is in the second decade of the plot.
In conclusion, the plots in Fig. 4.14a, 4.14c, and 4.14b demonstrates that the phase
shift alters the error towards lower frequency ratios, as you can appreciate from
the dot distribution of each scatter plot in the second and the third decade. How-
ever, no significant variations occur from the fourth decade on between the plots,
as the error reduces exponentially to the 0% in any case.

4.5.2 Analysis

This last section is the core of the analysis, as it aims to (1) quantify the dependency
of the error on T2 on the input frequency ratio, and to (2) justify the alteration
of the dot-distribution between the different scatter plots resulting from specific
combination of f1/ f2 and ∆φ.

(1) Mathematical equation linking the error to the input frequency ratio

The mathematical relation linking the error rate to the input frequency ratio is
defined by a decaying exponential, which can be expressed in a parametric form
as:

erT2%
= A · e(−B·log10(

f1
f2
))
+ C (4.11)

where erT2%
is the relative percentage error concerning the period T2 in the mixed

signal, f1/ f2 is the input frequency ratio and A, B and C are the coefficients.
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(A) Trend of the average error, showing the average er-
ror from the results collected in the simulations over
different ∆φ for each f1/ f2. The fitting curve shows

the general trend.

(B) Trend of the maximum error on T2, showing the
maximum error from the results collected in the sim-
ulations for specific ∆φ giving each value and f1/ f2.
The sample within the box in red shows that the error
overcomes the limit of the 10% assumed at the begin-

ning.

(C) Trend of the minimum error on T2, showing the
minimum error from the results collected in the sim-
ulations for specific a ∆φ giving each value and f1/ f2.
The samples within the box in red in red shows that
the error due to may reach the 0% even for sufficiently

small frequency ratios.

FIGURE 4.14: Trend of the error on T2 as a function of f1/ f2, along
with the effect of ∆φ.
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From the fitting curve of the average error on T2 in Fig.4.14a, it is possible to re-
trieve such coefficients, and Eq. 4.11 can be rewritten as:

erT2%
= 154.122 · e(−2.281·log10(

f1
f2
))
+ 0 (4.12)

With no surprise, the coefficient C is equal to zero, as the error reduces to 0%
with f1/ f2 −→ ∞.

(2) Study of the effect of the phase shift on the error with the time-base analysis

Fig. 4.14b and 4.14c highlight in red sections some relevant variations of the error
distribution arising for specific phase shifts with respect to the average case in Fig.
4.14a. It is possible to justify such a behavior in great detail with the aid of a time-
base analysis.
Figures 4.15 and 4.16 shows two examples of timing diagram of digital mixing,
where the input frequency ratio is the same and in particular equal to 25, while the
relative input phase shift is different. The goal is to demonstrate the effect of the ∆φ
on the error generated on T2 in the mixed signal. Specifically, in Fig. 4.14c, where
∆φ is 0%, T2m equals T2, so no error is generated in the mixed signal concerning the
period T2.

FIGURE 4.15: Example of timing diagram of digital mixing, where
the input frequency ratio is equal to 25, and the relative phase shift
among S1 and S2 is of the 0%. T2 represents the period of S2, and
T2m is the period of S2 in the mixed signal. In this case, the relative

error on T2 is of the 0%

On the contrary, in Fig. 4.16 where ∆φ is of the 50%, an error arises, as in this
specific case the last high pulse in MIXED_S present in Fig.4.15 disappears because
of the non zero-input phase shift. It is possible to compute this error as follows:

T2 = 12.5 · T1

T2m = 11 · T1

erT2% =

∣∣∣∣T2 − T2m

T2

∣∣∣∣ · 100 =

∣∣∣∣12.5T1 − 11T1

12.5T1

∣∣∣∣ · 100 = 12% (4.13)
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FIGURE 4.16: Example of timing diagram of digital mixing, where
f1/ f2 is equal to 25, and ∆φ is of the 50%, . The error on T2 in the

mixed signal assumes a value of the 12%.
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Chapter 5

Characterization of Digital Mixing
in terms of power consumption

This chapter is dedicated to the study of the sources of power consumption in dig-
ital mixing, with a particular focus to the impact of the input frequency ratio on
the system power dissipation.
As demonstrated in Chapter 4, the input frequency levels have to be carefully de-
signed to limit the error generated in the mixed signal, especially for what concerns
the information associated to T2. Equation 4.11 shows that the error on T2 in the
mixed signal has an exponential (decreasing) dependency on the input frequency
ratio, thus demonstrating that increasing f1/ f2 represents a reasonable way to im-
prove the error performance. However, this may have certain consequences on
the power consumption of the system, and for this reason it is crucial to study the
"cost" in terms of power of a specific input frequency ratio. The actual objective,
indeed, consists in the analysis of the best trade-off in terms of choice of the input
frequency levels between the error performance and the power consumption for a
specific application.

5.1 Sources of power consumption in digital mixing

The analysis of the power consumed in digital mixing relies on a preliminary lit-
erature review of the sources of energy consumption in digital circuits, with a par-
ticular focus for the dependency of the dissipated power on frequency.

5.1.1 Power consumption in digital CMOS circuits

There exists several methods for the characterization of the power consumed in a
digital system, and separation into different abstraction level is often assumed [43].
At the lower levels of abstractions, where logic gates and flip-flops or latches are
considered, the characterization of the power consumption is related to the tech-
nology assumed for the circuit implementation [44]. As most logic today is based
on CMOS logic families [45], the following analysis will assume CMOS technology
for the implementation.
The sources of power consumption in a CMOS circuit can be classified in general
as (1) static and (2) dynamic power dissipation [46], and the main difference be-
tween them is that (2) is frequency dependent, which is of great relevance for this
analysis.
In a first order approximation, the dynamic power consumed by a CMOS circuit
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can be estimated according to the following formula1:

Pdyn = Ce f f V2 f (5.1)

where Pd is the power in Watts, Ce f f is the effective switch capacitance in
Farads, V is the supply voltage in Volts, and f is the frequency of operations in
Hertz [46], which in the case of sequential circuits coincide with the reference clock
signal.
The effective switch capacitance can be computed as:

Ce f f = αCLoad (5.2)

where α is the switching activity, that denotes the number of changes in the out-
put node during one time cycle of the clock signal, and CLoad the load (or output)
capacitance being charged and discharged.

5.1.2 Dynamic power in the digital mixer implemented with the D-FF

Eq.5.1 demonstrates that the dynamic power consumed in the digital mixer is lin-
early dependent on the clock frequency, which coincides with frequency f1, as
depicted in Fig.5.1. For what concerns the reset signal instead, no significant vari-
ations of Pdyn are expected as its frequency ( f2) varies.
Figure 5.2 shows two examples of timing diagram of digital mixing with D-FF: in
both Fig.5.2a and 5.2b, the clock frequency is assumed to be the same, while the
frequency of the reset signal (S2) is higher in the case depicted in Fig.5.2b. You can
observe that the the frequency of the reset signal determines the number of ON
and OFF states in the mixing within a certain time interval, but it does not modify
the number of state transitions (0 → 1, and 1 → 0) in the output signal of the
mixer. This means that the dynamic power is independent on f2.
However, what makes the dynamic power vary in the mixer is the duty-cycle of
the reset. In particular, the smaller the duty cycle, the longer the OFF states, the
less the number of transitions in the output signal. Of course, this has a trade-off
with the error performance in digital mixing, but the effect of the duty cycle is not
going to be discussed throughout this analysis.
In conclusion, the expected trend of the dynamic power consumed in the D flip-
flop as a function of the input frequency can be represented by a straight line,
whose slope will be determined by the product Ce f f V2 (according to eq. 5.1), which
is dependent on the technology for the circuit implementation. Additionally, if the
total power is considered as a function of the input frequency ratio, which means
to sum up the dynamic power and the static power, this straight line is expected to
be shifted upward or downward depending on the target technology, as the static
power is frequency independent [49].

1It is to remember that the total dynamic power in a CMOS digital circuit is the sum of the switch-
ing power and of the short-circuit power [47]. However, here it is assumed that there is no short-
circuit current, so the total dynamic power is given by the switching contribution only [48]
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FIGURE 5.1: RTL view of the digital mixer implemented with the
D flip-flop. The reset signal when active, determines the off state of

the digital mixer, where no output transitions occur.

(A)

(B)

FIGURE 5.2: Timing diagrams of the signal mixing. The reset signal
(S2) determines the number of ON and OFF states in a certain time
interval. Assuming that the frequency of the clock signal (S1) is
the same, any variation of the frequency of the S2 does not modify
the number of transitions of the mixed signal (MIXED_S): in 5.2a
and 5.2b the total number of transitions of the output is the same,
so no variations of the dynamic power consumed in the mixed are

expected
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5.2 Analysis of the Dynamic Power versus input frequency
ratio

As previously anticipated, the core of the analysis of the power consumption in
digital mixing is the study of the dependency of the power dissipated on the input
frequency ratio. A preliminary discussion on the subject has been carried out in
the previous section, in particular for what concerns the dynamic contribution. The
work developed in this section aims to analyse in great detail such a dependency.
This is achieved through the synthesis of the VHDL description of the circuit.

5.2.1 Methodology

The method proposed is based on the synthesis of the D flip-flop mixer with the
aid of Synopsys Design Compiler, and it can be subdivided into two different stages:

• Synthesis Stage, where the mixer is synthesised for different possible com-
binations of input clock and reset frequencies, and the power consumed is
reported.

• Processing Stage, where the results of power reports are first extracted, and
then processed, to examine in great detail the dependency of the dynamic
power on the input frequency ratio.

As for functional simulations (Ch.4), the system has to be synthesized for dif-
ferent combinations of f1 and f2, so the use of scripting methods is essential to
ensure efficiency during the entire process.

Automation in the Synthesis stage - bash, Tcl

Figure 5.3 demonstrates the flow of the automation process for the Synthesis stage.
The relevant steps are modelled by dedicated files. In particular, "Conf. Synth.
Script", which is a bash file (.sh), generates a loop structure where it (1) modifies
the values of T1 and T2 in the "Run Script" file, before running it, and (2) configure
Synopsys under the Unix environment to work in shell mode.
The "Run Script" file is a Tcl script (.tcl), which is essentially a set-up file for the
Design Complier, where all the command for the synthesis are issued, as many
Synopsys command shells uses Tcl as a scripting tool for automating the design
processes [50]. For each synthesis, the results related to the power analysis are
collected into a dedicated report (.txt). The outcome of the whole synthesis stage
is a set of power report, each corresponding to a specific combination of T1 and
T2. As for functional simulations, the total number of synthesis is defined in the
"Conf. Synth. Script" through the depth of the loop. The codes of "Run Script"
and "Conf. Synth. Script" are reported in Appendix B to clarify the flow of the
operations needed to perform the entire synthesis stage.

Automation in the Processing stage - bash, python

Figure 5.4 showcases the flow of the automation process for the Processing stage.
The power reports generated by Synopsys DC contains several data, and most of
them are useless for the current analysis. To this end, with the aid of the "Filter
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FIGURE 5.3: Conceptual representation of the flow of the synthesis
stage with the relevant files involved in the automation process.

Reports" script (.sh), which generates a loop where it iteratively filters the data of
interest in each report and stores it in a text file ("Extracted Data"). This file will be
used by the "Analysis" script (.py) to create a plot of the dynamic power consumed
in the mixer as a function of the input frequency ratio.

5.2.2 Results

FIGURE 5.5: Dynamic Power consumed in the digital mixer versus
input frequency ratio. Each curve refers to a specific f2.
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FIGURE 5.4: Conceptual representation of the flow of the process-
ing stage for the results from synthesis with the relevant files in-

volved in the automation process.

The results from the processing stage after synthesis of the mixer are shown in
Fig.5.5, which showcases a collection of curves characterizing the trend of the dy-
namic power the digital mixer for different frequencies of the reset signal ( f2) as
a function of the input frequency ratio ( f1/ f2). This trend, in particular, is linear,
and it follows the expectations.
It is interesting to notice that as f2 increases, each curve is progressively shifted
upwards. This behaviour is due to the way the reset is created by the Design Com-
piler during the synthesis, and to the time it takes to compute the dynamic power.
If the reset is assumed to start with a l and stops with a 0 logic value, the dynamic
power estimation starts and stops with the ON state of the mixer. As a conse-
quence, the compiler computes the dynamic power considering an odd number
of ON states, and an even number of OFF ones, thus making the dynamic power
increase with f2. The percentage of increment will depend on the total number of
periods (integer or fractional) of the reset considered by the compiler during the
synthesis.

5.3 Error versus power trade-off in digital mixing

As specified multiple times throughout this project, the final objective of the char-
acterization of the digital mixing is the study of the trade-offs in terms of power
and error performances for the design of the input frequency levels. This can be
achieved by combining the results obtained from the error and power analysis, as
depicted in Figure 5.6, which showcases the integration of the power and error
plots discussed respectively in sections 4.5 and 5.2.
The straight lines model the linear dependency of the dynamic power consumed
in the mixer on the input frequency ratio, while the decaying exponential curve is
the fitting curve of the average error on T2 versus f1/ f2, obtained according to Eq.
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4.12. The intersection points represents the trade-off condition for the characteri-
zation of the digital mixing. They belong to the following interval:

1.5 < log10

(
f1

f2

)
< 2

They are points of global minima of the combined power-error plot demon-
strating the optimum operating condition of the mixer, where both power con-
sumption and error performances are optimized. This trade-off is achieved with a
careful design of the frequency ranges of the input signals for the target applica-
tion.

FIGURE 5.6: Combined (1) error and (2) power plots. (1) is the fit-
ting curve of the average error on T2 versus f1/ f2 obtained through
Eq.4.12. (2) is an array of straight lines, each referring to a specific
f2, and representing the dynamic power consumed in the digital

mixer versus f1
f2

.
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Chapter 6

Digital Modulation Schemes

This chapter provides a deep insight into the concept of digital modulation. The
subject will be approached from a general perspective, without taking into account
the target application of the proposed thesis project. Section 6.1 introduces the con-
cept of digital modulation, analysing the advantages over the analog counterpart.
Section 6.2 provides a list of the most common digital modulation schemes, high-
lighting the most relevant features of each of them. Lastly, Section 6.3 is dedicated
to the definition of useful Figures Of Merit (FOM), which allows for a comparative
analysis of the existing methods, and for the choice of the most suitable modula-
tion technique according to the requirements of the specific application.

6.1 Digital Modulation

In telecommunication systems, modulation is the method of conveying some in-
formation, usually a low-frequency signal, by varying one or more properties of
a periodic signal, called "carrier signal", which is a sinusoidal signal with a high
frequency [51], [52], [53]. These properties could be the envelope, the frequency or
the phase of the carrier. The source information is the "modulating signal", while
the carrier is the "modulated signal". When the modulating signal is analog, which
means that the variation of the carrier property is continuous, the modulation tech-
nique is called specifically "analog modulation", otherwise when such a variation
is discrete, the modulation technique is called "digital modulation" [54].
Digital modulation has several advantages over the analog counterpart:

• larger noise and external interference immunity. Analog signals can take an
infinite number of shapes, whereas digital signals have two discrete trans-
mission states, that are so more easily detected at the receiver side in presence
of noise or external interference [55].

• improved data security [56], as the transmission of the information can be
done in encoded form, thus allowing for signal encryption.

• easier implementation of error correction coding.

• reduced hardware for the implementation [54].

In a digital communication system, the bit stream, which represents the in-
formation to be sent through the wireless channel, is represented essentially by a
binary voltage waveform, as it is shown in Figure 6.1.
These binary voltage waveforms are voltage pulses alternating between a high
voltage level and a low one, and their frequency content is typically very low. For
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FIGURE 6.1: Binary voltage waveform representing the bit stream

this reason, it is often termed as "baseband" signal, as its spectrum extends from dc
(i.e. at 0 Hz), where it exhibits the largest frequency content in magnitude, up to a
certain value, as depicted in Fig. 6.2. At regular time intervals the magnitude of the
spectrum goes to zero. To succeed in transmitting the baseband signal through the
wireless channel, an impractically large antenna would be required. With digital
modulation, the frequency spectrum of the baseband signal is "up-shifted" to allow
for the wireless transmission with a reasonably sized antenna.

FIGURE 6.2: Shape of the spectrum of the base-band digital signal

6.1.1 Bit-to-Symbol Mapping

As previously stated, the goal of digital modulation is to transmit digital data
across the wireless channel, which is an "analog medium" [52]. To this end, the
digital modulator at the transmitter side converts the digital information into ana-
log waveforms, called "symbols", which is discrete in time and represents a partic-
ular "state" of the carrier waveform. Depending on the type of digital modulation
scheme, a bit or a set of bits can be mapped (or assigned) to a particular symbol,
and this assignment process is called "bit-to-symbol mapping"1 [57]. There exists a
relationship linking the number of bits (N) used for the mapping to the number of
possible symbols available at the transmitter (M), and it can be written as:

N = log2(M) (6.1)

The symbol rate (Rsym) is the number of symbols per second being transmitted
(or the time required to send one symbol) and it is often termed as baud or baud
rate. The bit rate (Rb), instead, is the number of bits being transmitted per second.

1The concept of bit-to-symbol mapping will be discussed more in depth in Chapter 6 to introduce
the method used for the simulation of the BER in MATLAB.
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The symbol rate and the bit rate are related through the following equation:

Rsym = N · Rb (6.2)

with N being the number of bits per symbol.
As previously stated with reference to Figure 6.2, at regular intervals the frequency
content of the base-band signal goes to zero magnitude. These intervals are typi-
cally multiples of the symbol rate. Moreover, the magnitude of the spectrum of the
baseband signal drops drastically at certain frequencies. The transmission band-
width can be computed as:

BW = f2 − f1 = Rsym − 0 = Rsym (6.3)

With digital modulation, the spectrum of the transmitted signal assumes a
shape like the one shown in Figure 6.3, where the signal to be transmitted is shifted
up to the frequency of the carrier fc.

FIGURE 6.3: Shape of the spectrum of the up-shifted baseband sig-
nal

The transmission bandwidth now can be computed as follows:

BW = f2 − f1 = ( fc + Rsym)− ( fc − Rsym) = 2Rsym (6.4)

6.2 Digital Modulation Schemes

The process of modulating one or more properties of the carrier with bits is usually
termed as "shift-keying", as bit values “shift” between 0 and 1, and it is employed
to differentiate digital modulation from the analog counterpart. The three basic
types of digital modulations are (1) Frequency Shift Keying (FSK), (2) Phase Shift
Keying (PSK), and (3) Amplitude Shift Keying (ASK). Moreover, digital modula-
tion schemes can be classified into two sub-categories, depending on the number
of bits used for the mapping, that are:

• Binary Digital Modulation Schemes

• M-ary Digital Modulation Schemes

In binary digital modulation two symbols can be transmitted, and each symbol
carries 1 bit of information, whereas M-ary modulation schemes have more than
two symbols that can be transmitted, and each symbol carries more than one bit of
information.
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6.2.1 Frequency Shift Keying

In Frequency Shift Keying (FSK) the carrier frequency is shifted between discrete
values to transmit the digital data. The simplest FSK is binary FSK (BFSK), where
the frequency of the carrier is specifically shifted between two discrete values, de-
pending on whether a 1 or a 0 is sent. With this scheme, the 1 bit is mapped to the
so called "mark frequency" ( fmark), while the 0 bit to the "space frequency" ( fspace)
[58].

FIGURE 6.4: Representation of the FSK signal in the time domain

Figure 6.5 showcases the spectrum of a frequency modulated signal.

FIGURE 6.5: Magnitude of the spectrum of FSK signal.

The bandwidth of the FSK signal extends from the first zero to the left of space
frequency up to the first zero to the right of the mark frequency, and it can be
computed as follows:

BW = f2 − f1 = ( fmark + Rsym)− ( fspace − Rsym) = fmark − fspace + 2Rsym (6.5)

Provided that Rsym = Rb for a BFSK modulated signal, Eq. 6.5 can be rewritten as:

BW = f2 − f1 = ( fmark + Rb)− ( fspace − Rb) = fmark − fspace + 2Rb (6.6)

6.2.2 Amplitude Shift Keying

In Amplitude Shift Keying (ASK), the digital data are represented as discrete vari-
ations in the amplitude of the carrier signal [58], [59]. The simplest ASK is Binary-
ASK (BASK) where the amplitude of the carrier shifts between two discrete values,
representing the 0 and the 1 bit respectively.
Figure 6.6 shows an example of the shape of an amplitude modulated signal in the
time domain. One particular type of BASK is the so called "On-Off Keying", where
the amplitude of the carrier shift between a certain value and the zero value, as
depicted in Fig. 6.7, which means that the carrier is actually transmitted only to
convey the 1 bit [58].
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FIGURE 6.6: Representation of a BASK signal in the time domain.

FIGURE 6.7: Representation of a OOK signal in the time domain.

6.2.3 Phase Shift Keying

In PSK, the digital data is conveyed by changing the phase of the carrier wave
between discrete values. Each discrete value of the phase in PSK is assigned to
a specific pattern of bits. The simplest form of PSK is binary phase shift keying
(BPSK), where the two phases are shifted apart of 180°. For this reason PSK is
often also be termed 2-PSK [58].

FIGURE 6.8: Representation of a BPSK signal in the time domain.

6.2.4 Bandwidth of BASK, OOK, and BPSK signals

For BASK, OOK and BPSK, the bandwidth is the same, as depicted in Figure 6.9,
and it can be computed according to the following equation:

BW = 2Rsym (6.7)

6.2.5 The Constellation Diagram

Digital modulation schemes can be are represented on the complex plane, which
is also called "constellation plane" or "constellation diagram", or I-Q plane, using
the radio-communication terminology [57]. Before introducing the constellation
diagram, it is useful to consider some mathematical formalism behind the concept
of modulation.
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FIGURE 6.9: Spectrum of binary phase or amplitude modulated sig-
nals

6.2.6 Complex Envelope

The carrier is a cosine wave with frequency fc, that follows the equation:

c(t) = 1.0 · cos(2π fct) (6.8)

The carrier itself does not carry the information to covey across the wireless chan-
nel. After modulation, the resulting signal of up-conversion with the carrier fre-
quency, can be represented as a cosine being modulated by a baseband signal with
its amplitude (A) and phase (φ).

sx(t) = Acos(2π fct + φ) (6.9)

where A and φ are, in general, function of time.
Eq. 6.9 can be rewritten using the definition of the "complex envelope" [57], which
is another useful representation of the modulated signal, according to the follow-
ing equation:

sx(t) = Re
{[

AI + jAQ
]
ej2π fct} (6.10)

where C = AI + jAQ is the complex envelop, which can be considered a phasor in
the complex plane, that changes dynamically accordingly to the baseband signal
of amplitude A and phase φ.

FIGURE 6.10: Phasor representation of the complex envelope in the
complex plane

For digital communication, the complex envelope, which is a continuous sig-
nal, is generated from the bit stream [57]. In particular, one ore more bits are as-
signed to a symbol, that can be represented by a point on the complex plane, or
constellation diagram. In other words, the constellation plane is a plot of the phase
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and relative amplitude in polar coordinates, as depicted in Fig. 6.10 of the output
symbols for a digital modulation system. A symbol with 0° phase lies along the
axis of the complex plane, and an increase of the phase corresponds to a counter-
clockwise movement around the plane. The relative amplitude of each symbol,
instead, is the distance from the origin of the complex plane. The possible output
symbols are represented with large dots, and adjacent to them are the bits they
represent.

Example of constellation diagram for BPSK modulation

In BPSK, there are two possible output symbols, which have the same amplitude.
In the constellation diagram, these symbols are represented by two different dots,
both equidistant from the origin, and their phase is shifted apart of 180°. As de-
picted in Fig.6.11, there exists two possible combinations of symbols for the carrier
phase:

• 0° and 180°

• +90° and -90°

FIGURE 6.11: Examples of constellation diagram for BPSK modula-
tion

However, as long as transmitter and the receiver use the same constellation pat-
tern, the specific constellation employed for the transmission diagram is not rele-
vant.

6.2.7 M-ary Digital Modulation Schemes

Modulation schemes that use more than one bit per symbol for the mapping, which
means that more than one bit is transmitted at a time, are usually referred to as
"M-ary modulation schemes". Other expression often used are "higher order mod-
ulation", "multilevel modulation" or "modulation with alphabet size M" [57].
M-ary modulation schemes are usually employed to increase the bit-rate (number
of bit per second), or data-rate, while preserving the transmission bandwidth (one
symbol at a time), if the symbol rate is the same, as more bit per symbol are used
[59]. However, the cost is the increase of the transmission bandwidth, which can be
expensive. This is of utmost importance, as increasing the transmission bandwidth
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is often expensive, beside requiring more complex architectures for the implemen-
tation.
Figure 6.12 showcases the frequency spectrum of M-ary modulation schemes. It is
interesting to notice that the shape is the same as the one of ASK, OOK, and BPSK
6.9. The difference with respect to the binary modulation schemes lies on the fact
that, being the bit rate constant, the nulls of the frequency spectrum are closer to
the carrier frequency, since Rsym = Rb

N .

FIGURE 6.12: Frequency spectrum of a QPSK modulated signal

Therefore, the bandwidth of M-ary modulation techniques can be computed as:

BW = 2Rsym = 2
Rb

N
= 2

Rb

2
= Rb (6.11)

QPSK - Quadrature Phase Shift Keying

One example of M-ary modulation scheme is Quadrature Phase Shift Keying (QPSK),
where it is possible to transmit 4 symbols. This means that two bits per symbol are
actually transmitted, according to Eq. 6.1.
Figures 6.13 show two examples of constellation diagram in QPSK, while Figure
6.14 showcases the corresponding carrier waveform in the time domain.

FIGURE 6.13: Examples of constellation diagrams for QPSK

6.2.8 M-ary digital modulation and noise corruption

It is possible to increase further the number of bits per symbol with respect to
QPSK, thus increasing the total number of symbols to be transmitted. If, on one
hand the bandwidth is further reduced as well, the system will result more sus-
ceptible to noise, and this can be demonstrated with the aid of the constellation
diagram, as the symbols get closer to each other.
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FIGURE 6.14: Shape of the QPSK signal in the time domain. The
different phase corresponds to number of symbols available at the

transmitter

Noise represents one of the main limiting factors in communication systems. In
all transmissions, the received signal is degraded by noise, and it is harder the de-
tection of the correct signal at the receiver end. Figure 6.15 illustrates the effect of
noise degradation on the the shape of a BPSK signal in the time domain.

FIGURE 6.15: Noise corruption of a BPSK signal: illustration of the
signal representation in the time-domain

The effect of the noise corruption on the modulated signal can be shown also in
the constellation diagram, as displayed in Figure 6.16 for the case of a BPSK signal.
As you increase the number of symbols, and so the order of the modulation, as
depicted in Figure 6.17), you increase the probability of error when demodulating
the signal at the receiver side as well.

6.2.9 QAM - Quadrature and Amplitude modulation

There exists a possibility of using more symbols, while reducing the probability of
making bit errors at the receiver side and this requires to employ of symbols that
have different amplitudes and phases. As a results, the points of the constellation
diagram results more spread out. This is the case of the Quadrature and Amplitude
modulation technique. An example of QAM modulation is shown in Figure 6.18,
while in Figure 6.19 it is shown the related constellation diagram.
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FIGURE 6.16: Representation of the effect of the noise corruption
on a BPSK modulated signal in the constellation diagram: the two
transmitted BPSK symbols are represented by two larger black cir-
cles, with phase respectively 0° and 180°. The surrounding blue
and red coloured dots represents the "noisy symbols" at the receiver

end.

FIGURE 6.17: Representation of the effect of the noise corruption on
a higher order digital phase modulated signal in the constellation

diagram
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FIGURE 6.18: 8-QAM modulated signal in the time domain along
with the corresponding bit used for the mapping

FIGURE 6.19: Example: constellation diagram of 8-QAM modula-
tion scheme

The bandwidth can be evaluated according to the following formula:

BW = 2Rsym =
2Rb

N
=

2Rb

3
(6.12)

Higher level QAM signals

Higher order QAM allows to transmits multiple bits, and so a larger number of
symbols, thus allowing for much higher bit rate in the same bandwidth. Figure
6.20 showcases the constellation diagram of 64-QAM (to the left) and 256-QAM
schemes.
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FIGURE 6.20: Example: constellation diagram of higher order QAM
modulation scheme.

6.2.10 Summary of Types of Digital Modulation Schemes

Table 6.1 summarizes some of the most common types of digital modulations.
There exist PSK and QAM with 32, 64, 128 symbols, etc. However, usually 32
is the highest modulation order used with PSK because of the effect of the noise
degradation.
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Summary of Digital Modulation Schemes

Modulation #Symbols(M) #Bits/symbols
(N = log2(M))

Bandwidth (BW)

FSK 2 1 fmark − fspace + 2Rb

ASK 2 1 2Rsym = 2Rb/N = 2Rb

OOK 2 1 2Rsym = 2Rb/N = 2Rb

BPSK 2 1 2Rsym = 2Rb/N = 2Rb

QPSK 4 2 2Rsym = 2Rb/N = Rb

8PSK 8 3 2Rsym = 2Rb/N = 2Rb/3

8QAM 8 3 2Rsym = 2Rb/N = 2Rb/3

16PSK 16 4 2Rsym = 2Rb/N = Rb/2

16QAM 16 4 2Rsym = 2Rb/N = Rb/2

32PSK 32 5 2Rsym = 2Rb/N = 2Rb/5

32QAM 32 5 2Rsym = 2Rb/N = 2Rb/5

64PSK 64 6 2Rsym = 2Rb/N = Rb/3

64QAM 64 6 2Rsym = 2Rb/N = Rb/3

128PSK 128 7 2Rsym = 2Rb/N = 2Rb/7

128QAM 128 7 2Rsym = 2Rb/N = 2Rb/7

256PSK 256 8 2Rsym = 2Rb/N = Rb/4

256QAM 256 8 2Rsym = 2Rb/N = Rb/4

TABLE 6.1
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6.3 Figure of Merits in Digital Modulation

The choice of a suitable modulation format relies on the analysis of some useful
criteria, as well as figures of merit (FOM), listed in the following:

• Bit Error Rate (BER)

• Signal to Noise Ratio (SNR)

• Energy per bit-to noise power density ratio ( Eb
No

)

• Power efficiency

• Bandwidth-Efficiency

• Complexity and cost-efficiency (not discussed in the following).

This list will be analysed in detail in the following sections. An ideal modulation
scheme provides low bit error rates (BER) at low received signal-to-noise ratios
(SNR), and occupies a minimum bandwidth. However, the existing digital modu-
lation techniques do not satisfy all these requirements at once. Depending on the
requirements of a particular application, the choice of the most suitable candidate
is often the result of some trade-offs.

6.3.1 Bit Error Rate (BER)

The concept of Bit-Error-Rate (BER) has been discussed several times in literature,
as it represents one of the major parameters used for the measurement of the qual-
ity of transmission in a digital communication system [51]. As previously antic-
ipated, the data stream over the wireless channel can be degraded during trans-
mission because of different reasons, such as thermal noise, distortion, bit synchro-
nization error, or interference. In practical tests, the bit-error-rate or bit-error-ratio
(BER) is the number of bits in error divided by the total number of transferred bits
during a certain studied time interval (Equation 6.13). It is a unit-less parameter,
often expressed as a percentage[52].

BER =
BITError

BITTotal
(6.13)

where BITError is the number of "misinterpreted bits", and BITTotal is the total
number of bits being transmitted, both measured during the so called "gating time"
(∆T).
Actually, the bit error rate represents the number of bit in error per unit time [s−1],
while the bit-error-ratio is the true dimensionless parameter, following Eq. 6.13.
Another term often used is bit error probability, which refers to the case in which
infinitely many bits are transmitted, as it estimates the probability that any bit
transmitted through the system will be received in error. However, in literature
there is a tendency in mixing-up the definitions of bit error probability and bit error
rate. To be more precise, the quality of the BER estimation increases as the total
number of transmitted bits increases. In the limit, as the number of transmitted
bits approaches infinity, the BER becomes a perfect estimate of the true error prob-
ability. This will be demonstrated in Chapter 7.
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However, the performance of each modulation scheme is often evaluated by
calculating its probability of bit error (Pb), which is the expected value of the BER,
with the assumption that system operates under Additive White Gaussian Noise
[52]. The greater the symbol alphabet, the higher the probability of error, as antici-
pated in Section 6.2.8 [51].

6.3.2 AWGN Channel

There exist various models of the channel in a wireless communication system
[60]. AWGN channel represents the simplest one, as well as the usual starting
point for the system performance assessment. The term "noise" is often used to
define "unwanted electrical signals" that may interfere with the signal being trans-
mitted, thus limiting the capability of the receiver to perform the correct symbol
decision during the demodulation process. Thermal noise represents one of the
main sources of performance degradation at the receiver [61]. It originates from
the electron thermal motion in dissipative electrical components [62].
AWGN (Additive White Gaussian Noise) Channel is a mathematical model com-
monly used to simulate the thermal noise of the channel while transmitting a sig-
nal in a communication system [59], which is linear and time-invariant (LTI). The
origin of the acronym AWGN can be clarified in the following [62]:

• Additive, as the noise gets "added", not multiplied, to the received signal,
when the signal passes trough.

• White, noise power spectral density is a flat for all frequencies.

• Gaussian, as the amplitude of the noise follows the Gaussian probability
distribution function p(z) reported in Equation 6.14, where σ is the variance,
and a is the mean.

pz =
1

σ2
√

2π
exp

[
1
2

( z− a
σ

)2
]

(6.14)

The expression for the noise spectral power density follows Eq. 6.15:

Gn( f ) = σ2 =
N0

2
(6.15)

where the factor of 1/2 indicates that Gn( f ) is a two-sided power spectral density,
where half the power is associated with positive frequencies and the other half
with negative frequencies [62]. The received signal can be expressed as:

r(t) = s(t) + n(t) (6.16)

where r(t) is the actual received signal, s(t) is the source signal at the transmitted
side, and n(t) is noise.

6.3.3 Signal to Noise Ratio (SNR)

The Signal to noise ratio (SNR) is defined as the measurement of the amount of
signal divided by the amount of noise being received. [52] It is usually expressed
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in decibel (dB), through the following expression:

SNR = log10

(
Psignal

Pnoise

)
(6.17)

A high SNR is always desirable as it implies getting more signal and less power.
BER and SNR are inversely related [63].

6.3.4 "Energy per bit-to noise power density ratio" ( Eb
No

)

In digital communication, the "energy per bit - to noise power spectral density ra-
tio" ( Eb

No
) is a normalized signal-to-noise ratio (SNR) measure, also known as the

"Signal to noise per bit". It is especially useful when comparing the bit error rate
(BER) performance of different digital modulation schemes without taking band-
width into account [62], and it is the parameter actually used to measure signal to
noise ratio for a digital communication system.
In particular, Eb can be computed with the following equation:

Eb =
Psignal

Rb
(6.18)

where Psignal is the signal power and Rb is the bit rate. Noise power instead is ex-
pressed in the frequency domain, and its spectrum density is constant in frequency,
compared to signal. If BW is the receiver noise bandwidth, and Rs the symbol rate,
it is possible to express the noise power (Pnoise) at the receiver front-end as [57]:

Pnoise = NO · BW (6.19)

Therefore, the relationship between SNR and Eb/NO can be written as:

Psignal

Pnoise
=

Eb

NO

fb

BW
(6.20)

6.3.5 Power efficiency

With reference to equation 6.20, the optimum is when BW = Rs, i.e. when the
noise bandwidth is equal to the symbol rate. When BW is greater than the opti-
mum Rs, the SNR is reduced, thus meaning that more signal power is necessary to
maintain the same performance [57].
Power efficiency, sometimes referred to as "energy-efficiency" is defined as "the
capability of a modulation technique to preserve the bit error probability of the
digital message at low power levels" [64]. The amount by which the signal power
should be increased to maintain a certain BER depends on the modulation scheme.
Power efficiency is often expressed as the Eb/No required at the input of the re-
ceiver for a specified probability of error (e.g. 10-6).
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6.3.6 Bandwidth-Efficiency

Bandwidth efficiency is "the ability of a modulation technique to accommodate
data within a limited bandwidth" [64], and it explains how proficiently the allo-
cated bandwidth is utilized. In general, increasing the data rate implies reducing
the duration of the digital symbol, which increases the bandwidth of the signal
being transmitted. This demonstrates that there exists a relationship between data
rate and bandwidth occupancy. Bandwidth efficiency is defined as "the ratio of
the throughput data rate per Hertz ( bps

Hz ) in a given bandwidth". Modulation tech-
niques with a higher bandwidth efficiency are capable to transmit more data in the
allocated bandwidth [65]. So higher order modulation schemes are characterized
by a higher bandwidth efficiency than binary ones.
There exists a theoretical limit to the bandwidth efficiency for each type of modu-
lation scheme, and this limit refers to the "Shannon Capacity Theorem".

Shannon Capacity Theorem

For a specified digital communication system being studied, there are two different
upper limits to the performance:

• one upper limit depending on the actual system.

• absolute upper limited associated with each system, which means that it repre-
sents a limit to the maximum rate at which data could be transmitted across
a communication channel, that no digital communication system can exceed
in any case. This theoretical upper limit was given by Shannon, in 1948.

In general, it can be stated that the closer a system comes to this upper limit, the
better its performance.
For a channel corrupted by Additive White Gaussian Noise, the Shannon’s bound
is given by the following equation:

ηBmax
=

C
B

= log2(1 + SNR) (6.21)

where C is the channel capacity (bps), B is the bandwidth (Hz) and SNR is the
signal-to-noise ratio.

6.3.7 Reducing the Bit-Error-Rate using an Error-control Coding Tech-
nique

Error control coding theory has been intensely studied since 1940s by a large va-
riety of scientific disciplines, such as information theory, mathematics, electrical
engineering and computer science. Today error control codes are being widely
used in communication systems [66] to recover the information degraded by sorts
of noise when the signal travelling through a communication channel, thus allow-
ing for the enhancement of the system performance. They are used to increase the
possibility of detecting and eventually correcting the error generated during the
signal transmission over a noisy channel. The basic principle of error-control cod-
ing techniques consists in "adding a certain degree of redundancy as a form of control
digits to the information carrying signal" [67], thus making the transmission of the
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signal more robust to the disturbances in the communication channel. Typically,
the channel encoder at the transmitter side adds these extra-bits, usually called
"parity check bits", to the message bits. At the receiver end, the channel decoder
interprets the received data, using the redundant symbols, and eventually correct
the error occurred during the transmission. However, adding redundancy reduces
the effective data rate through the channel, thus decreasing the bandwidth effi-
ciency [68]. There exists a large variety of error-control coding, and the choice of
the specific coding technique depends on the nature of the noise or data [67].

6.3.8 BW efficiency versus Power efficiency

Power efficiency and bandwidth efficiency usually counteract with each other, as it
is hard to achieve good power and bandwidth performance at the same time. Very
often there is trade-off between in the design of a digital communication system.
In particular:

• adding error control coding reduces the bandwidth efficiency, as the added
redundancy increases the bandwidth occupancy, but it makes the power ef-
ficiency increase.

• higher order modulation scheme increase the bandwidth efficiency, as they
decrease the bandwidth occupacy, but require higher transmission power to
keep the same BER, thus seriously affecting power-efficiency.
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Chapter 7

Power-Error trade-off of digital
modulation schemes for energy
constrained applications

Similarly to the power and error analysis of digital mixing reported in Chapters 4
and 5, the final objective is the study of the power versus error trade-off in digital
modulation. To this end, Section 7.1 is dedicated to a literature review of digital
modulation schemes in the field of wireless micro-sensors application, as it is con-
sidered here as the "precursor" to the smart dust and body dust concepts, where
energy efficiency is the most relevant FOM. This is essential to select a few modu-
lation technique, as valuable candidates for the application under discussion. The
last section (Section 7.2), is essentially a simulative part, which aims to investi-
gate in depth the performances of the previously selected schemes, based on the
definition of a method for the estimation Bit Error Rate (BER) in MATLAB.

7.1 Digital Modulation Schemes for Wireless micro-sensors
applications

At present, a great variety of research works concerning the study of suitable
communication strategies in the field of wireless micro-sensors applications ex-
ists. This chapter will be built upon this, while attempting to extend the whole
study to the Body Dust concept.
Wireless micro-sensors are tiny and low-cost devices, equipped with sensing, pro-
cessing and wireless communication capabilities. They are used in a large vari-
ety of applications, especially for those ones where deployment is difficult, wires
impractical, and maintenance impossible [69]. The main characteristics of such
devices can be listed in the following [70]:

• relatively low data rate, usually of the order of few K-bits per second.

• transmission range of the order of few meters, unlike other wireless appli-
cations.

• energy efficiency of the design of the communication systems for battery
operating systems and even more when battery-less operation is targeted.

• for some specific bio-sensor applications, over-heating due to excess of power
consumption leads to the damage of tissues [71].



62
Chapter 7. Power-Error trade-off of digital modulation schemes for energy

constrained applications

In the case of Wireless Sensor Networks, which contain hundreds or thousands
of sensing nodes, unlike the point-to-point communication, energy consumption
in WSN can not be optimized by solely considering a sensor node, but considering
overall network resources [72].

7.1.1 Energy Efficiency Requirement

It is evident that for such applications, the main requirement is to increase the au-
tonomy of these small sensor node, which means that energy efficiency is a very
important metric at all levels of system design. However, despite being the pri-
mary objective, it represents also the biggest challenge.
At the system level, energy efficiency must be achieved by considering:

• circuit complexity and circuit power consumption.

• power consumed for the signal transmission across the wireless channel.

Therefore, the choice of the modulation scheme has a significant impact on both
the transceiver design and the demodulation circuit. For WSN, the transceiver has
to remain as simple as possible and therefore only simple binary modulations are
usually considered to ensure an energy-efficient demodulation [73].
It is well known that every design comes with a trade-off concerning power, band-
width or error. Sensor applications characterized by very low data can afford to
compromise on bandwidth requirements of the system, but definitely not on the
power consumption [70]. This means that the best solution for the design of such
systems consists in maximizing energy efficiency for the wireless communication
systems at expense of bandwidth, while ensuring reasonably good error perfor-
mance and keeping low the circuit complexity.
There are many research works in this field that discussed about how to bring en-
ergy efficiency both at system and circuit levels. However, the proposed research
project considers only OOK and FSK digital modulations. The rationale behind
this choice is discussed in the following.

7.1.2 On-Off-Keying

On-Off-Keying modulation represent a highly promising solution, especially in
case of low data rates and extremely resource-constrained applications. An OOK
transmitter consumes energy only when transmitting a high-bit, which is of great
relevance as the energy used to transmit one single bit equals to the energy needed
to perform thousand 32-bit calculations [74]. Moreover it consumes low power
also a the circuit level, because of the reduced circuit complexity. Indeed, the cir-
cuit implementation for an OOK modulator is a switch, which makes this mod-
ulation scheme an excellent solution for miniaturization. However, like any ASK
digital modulation scheme, it has a bad error performance. Typically, uncoded
OOK requires double the power to to have the same performances of BPSK [70].

Minimum Energy Coding (MEC)

Minimum energy coding (MEC) represents an efficient way to improve further the
advantage of OOK’s feature of transmitting only 1-bits. The basic principle con-
sists in (1) mapping the source data bits into code-words which have less 1 bits, and
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(2) assign code-words with less number of high bits to the source message with a
higher probability [75]. However, even if the average power during transmission
is reduced, the bandwidth increases with the ME-coding, as a larger number of
bits are actually used for the transmission. So, a trade-off must be done between
power and bandwidth consumption of the system.
OOK modulation with ME-coding is widely employed in the design of "Wireless
Nanosensor Networks" (WNSNs), which are collections of nanosensors with com-
munication capabilities. Due to their extremely small size, nanosensor nodes can
provide limited energy. This means that power and energy efficiency are the most
critical system level metrics, especially for what concerns communication. Several
research works in this field discussed the issues of minimizing power consump-
tion when employing OOK and different possible ME-coding algorithm [76], [77],
[78], [79]. This specific application can be of great interest as it share some common
characteristics with the smart dust and body dust concepts.

7.1.3 Frequency Shift Keying

Another widely employed digital modulation scheme in wireless microsensor ap-
plication is FSK. The main disadvantage of OOK modulation consists in the poor
BER performance, compared to the other modulation schemes. In particular, to
meet specific error performance, higher power may be required for the transmis-
sion of the signal across the wireless channel. FSK has proven to be a valuable
trade-off, as it ensures better BER performance, and allows to reduce the power
consumed in the circuit low.
Indeed, FSK has proven in different research works to be appropriate to reduce cir-
cuit cost and complexity with a high level of integration and great flexibility [80],
[81], [82]. For example, an FSK modulator can be implemented by a simple direct
modulation method such as a Σ− ∆ modulator, in which power-hungry compo-
nents such as DACs and quadrature VCOs are not needed [81]. There exist in
literature several circuit implementation optimized to reduce the power consump-
tion. However, the proposed thesis project aims to focus on a high level estimation
of the performance of the selected digital modulation schemes.

7.2 BER comparison of FSK and OOK modulation using
MATLAB

As stated in section 6.3.1, the generation of errors during data transmission across
the wireless channel may compromise the integrity of a communication system.
To this end, the estimation of the bit-error-rate (BER) would provide a reasonable
way to asses the error performance of the system being studied, as it allows to
analyse the "full end-to-end performance" of a system which includes (1) a trans-
mitter (TX), (2) a receiver, and (3) the medium in between [83] [84]. This is of
great relevance for the analysis developed in this chapter, whose main goal is to
achieve a high-level estimation of the system performance rather than a low-level
estimation approach. To model the effect of the noise degradation during the data
transmission, it is assumed that FSK and OOK modulations operate under AWGN
channel, which implies the use of statistical analysis techniques.
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Before introducing the method employed, it is essential to recall some useful defi-
nitions. As anticipated in section 6.3.1, the bit-error-ratio and bit-error-probability
represents two different ways of estimating the BER. However, in literature there is
the tendency using these terms interchangeably. Actually, the manner is a perfect
estimation of the latter only if the number of transmitted bits approaches infinity.
Indeed, the bit-error probability (Pe) can be considered as a mathematical expres-
sion of the BER, while the bit error-ratio is an empirical method for the measure-
ment of a system’s actual bit error performance [85].
This analysis aims to assess the error performance of the above mentioned mod-
ulation schemes by first measuring the bit-error-ratio, and then comparing it with
the theoretical model. For the definition on Pe, it is necessary to recall the definition
of some useful variables, which are listed in the following:

• the error function, erf, which is different according to the type of modulation
scheme being studied.

• the energy in one bit, Eb, which can be computed according to Eq.6.18, and it
is expressed in

[ W
Hz

]
, i.e. in joule .

• the noise power spectral density, No, i.e. the noise power in 1 Hz of band-
width, and therefore it has the dimension of power (

[ W
Hz

]
) per hertz, i.e. [J].

It is to remark that the POE is proportional to the the ratio Eb/No, which is a di-
mensionless parameter, as all the physical dimensions of Eb and No cancel out with
the computation.

7.2.1 The simulation tool: MATLAB

The tool used for the simulation of the BER of the selected digital modulation
schemes is MATLAB. It is widely used for the simulation of digital communication
systems, and it has been often employed in several research activities to simulate
the performance of different modulation techniques [86], [87], [85], [88]. Testing
the BER MATLAB is very simple and efficient, as a result of the easy scripting
language and the excellent visualisation capabilities [83].

7.3 Method for the BER analysis

Figure 7.1 showcases the reference block diagram of the model of a digital com-
munication system assumed in simulations. The analysis assumes a discrete-time
representation of the signals involved. Following the flow suggested by the suc-
cession of the main building blocks of the block diagram in Fig. 7.1, the method
employed for the estimation of the BER for both OOK and FSK can be summarized
into the following steps:

1. Generation of the input bits

2. Bit-to-Symbol Mapping

3. Generation of the Noise

4. Summation of the noise to the mapped signal
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FIGURE 7.1: Digital modulation system block diagram including (1)
TX, (2) channel, and (3) RX. The channel is assumed to be a discrete

Gaussian noise channel.

5. Detection

6. BER estimation and plot

7. Comparison with the theoretical model

STEP 1: generation of the input bits

The signal to be transmitted in digital modulation consists of a bit stream {0, 1},
which is actually a sequence of pseudo-random bits x(n).

STEP 2: Bit-to-Symbol Mapping

This step represents the actual modulation process at the transmitter side, where
the input bit sequence is converted into a symbol sequence (s(n)). It is important
to remark that modulation symbols are in general complex number, with real and
imaginary parts, but discrete in time. To explain in depth the bit-to-symbol map-
ping procedure, it is convenient to make use of constellation diagrams, in order
to appreciate how these symbols are mapped to a discrete set of magnitude and
phase values.

STEP 3-4: Noise addition

The effect of the noisy channel of the transmitted signal is simulated by adding
an amount of noise to it. Under the assumption of a discrete-time representation,
this is carried out by generating a noise vector (z(n)), which is then added to the
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signal vector (s(n)), i.e. to the symbol sequence. The signal at the receiver input is
a vector, which can be computed according to the following equation:

r(n) = s(n) + z(n) (7.1)

STEP 5: Detection

The noisy signal (r(n)) is a sequence of received symbols. These passes through
the demodulation block at the receiver and produces a bit stream (k(n)), represent-
ing the retrieved information. This process is performed by setting a "threshold",
which is specific for each modulation scheme, and based on this a 0 or a 1 is gen-
erated.

STEP 6: BER estimation and final plot

In the final stage the transmitted bit stream is compared to the received one, while
counting the error performed. At this step the bit-error-ratio is computed to esti-
mate the final BER.
BER performance is usually represented on a two dimensional graph, where the
abscissa is the normalized signal-to-noise ratio, i.e. Eb/No, expressed in decibels
(dB), while the ordinate is the BER, which is a dimensionless quantity usually ex-
pressed in powers of ten. This plot is generated, running a simulation for each
value of SNR in a specified array.

STEP 2, 3, 4, and 5 can change according to the specific modulation scheme being
simulated.

7.3.1 BER simulation procedure for OOK

Figure 7.2, shows the block diagram model of a OOK-based communication sys-
tem, with discrete AWGN channel.
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FIGURE 7.2: Reference block diagram of a digital communication
system based on OOK modulation, assuming discrete AWGN chan-

nel.

Bit-to-Symbol mapping

In the case of OOK modulation, 1-bits are represented by the reference symbol
voltage 1, while 1-bits by zero voltage, as depicted in Fig. 7.2. Each modulation
scheme can be represented in the constellation diagram, as specified in Section
6.2.5.
Fig. 7.3 refers in particular to the constellation diagram of OOK modulation, where
the dashed line circles represent the additive noise around the symbols being trans-
mitted [89]. OOK is a 1D (1 dimensional) modulation technique, meaning that no
Q-component is present 1, so the constellation points are on the real axis of the
graph. Due to the noisy channel, the received symbols can deviate from the orig-
inal position in the constellation diagram. This means that a decision device is
required at the receiver side to interpret the original digital information carried
by the received symbols. This is achieved by setting a threshold and comparing
it the incoming noisy symbols. Therefore, the threshold choice is critical to the
performance of the receiver.

1In other words, with reference to Section 6.2.5 the complex envelope has zero imaginary part
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FIGURE 7.3: Representation of the bit-to-symbol mapping in the
constellation diagram for OOK modulation

Noise generation

The objective is to obtain a plot of the BER versus SNR. The expression to compute
SNR in the case of OOK modulation is:

SNR =
signal power
noise power

=
Eb
N0
2

(7.2)

As previoulsy anticipated, OOK modulation is a 1D (one-dimensional) modula-
tion. This means that there is no Q-component. So, for the I-component it is ac-
counted a noise of N0

2 . The idea is to define an array in Matlab with different values
of the SNR, and then, assuming a Eb equal to 1, let the noise power (N0) vary and
run a simulation for each value of N0. Therefore, it is possible to rewrite Eq. 7.2 as:

Eb
N0
2

=
1
σ2 → σ2 =

1
2Eb
N0

→ σ =

√
1

2Eb
N0

(7.3)

where σ is the standard deviation. It is essential to remember that, since the noise
has zero mean, its power and its variance are identical. Then it is essential to
generate a noise vector that has the same length as our signal vector s(n), and
this noise vector must have variance σ. This can be achieved with the following
MATLAB command:

z = σ ∗ randn(1, N) (7.4)

where N is the length of m(n) 2.

Detection

Once the noise is added to the signal s, the decision device at the receiver side has
to demodulate the signal coming from the channel. For OOK, it is sufficient to set a
threshold to the value of 0.5, to determine whether the transmitted signal has been

2Note that the MATLAB function randn generates normally distributed random numbers with a
mean of zero and a variance of one. So the output of this function has to be scaled in order to have
the desired variance.
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interpreted has a 1-bit or as a 0-bit.

After the detection, there are two sets of bits, the input bits (m) and the detected
ones (k), and by comparison it is possible to determine how many received bits are
in error.

7.3.2 BER simulation procedure for FSK

Figure 7.2, shows the block diagram model of a FSK-based communication system,
with discrete AWGN channel.

FIGURE 7.4: Reference block diagram of a digital communication
system based on FSK modulation, assuming discrete AWGN chan-

nel.

Bit-to-Symbol mapping

Fig. 7.5 refers to the constellation diagram of orthogonal BFSK modulation [90],
where again the dashed line circles represent the additive noise around the sym-
bols being transmitted [89]. FSK is a 2D (2 dimensional) modulation technique,
meaning that both I and Q-components are present, so the 1-bit will be mapped to
symbol 1 and 0-bit to symbol j (Figure 7.4).
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FIGURE 7.5: Representation of the bit-to-symbol mapping in the
constellation diagram for FSK modulation

Noise generation

Being FSK a 2D modulation scheme, both I and Q components generates a power
noise contribution equal to N0

2 . So, overall the noise has zero mean and N0 variance.
Assuming Eb equal to 1, from the predefined array of SNR, it is possible to evaluate
the variance as:

σ =

√
1
Eb
N0

(7.5)

The noise alter both the real and the imaginary parts of each symbol being
transmitted, meaning that the noise is generated as a complex number as well.
The corresponding MATLAB command will be:

z0 =
1√
2
∗ [randn(1, N) + j ∗ randn(1, N)] (7.6)

The reason of the presence 1/
√

2 comes from the fact that both the imaginary and
real parts have a variance of N0

2 . From eq. 7.7 you can observe that, since the
standard deviation is the square root of σ, when multiplying z0 by the standard
deviation, the only way to obtain a number with zero mean and variance of 1
( 1

2 +
1
2 ) is to introduce that factor.

z = σ ∗ z0 (7.7)

Detection

The last detail regards the decision device. The received signal is complex and it
can be expressed as:

r = s + σ ∗ z0 (7.8)
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If the signal transmitted m is equal to 1, it can be rewritten as:

s = 1 + j · 0 (7.9)

With some noise:
r = (1 + z1) + j · 0 + j · z2 (7.10)

Since z1 and z2 are approximately equal, it is possible to state that the detected
signal is a 1 if it holds that:

Re(z) > Im(z) (7.11)

For the zero detection the case is dual:

Re(z) < Im(z) (7.12)

The expressions in the Eq. 7.11 and Eq. 7.12 represent actually the thresholds of
the detection device.

7.3.3 Comparison OOK vs FSK: output plots

Figures 7.6 and 7.7 shows the final plots of the simulations in MATLAB. Each curve
is compared with the corresponding theoretical model, represented by the erf (er-
ror function). With no surprise, FSK performs better in AWGN channels, match-
ing the actual expectations. Moreover, given a certain required BER performance,
which can be represented by the red straight line in Fig. 7.8, OOK modulation
requires higher Eb/No, which implies higher power consumption for the signal
transmission compared to FSK.
Moreover, when increasing the number of samples, the estimation of the BER is
more accurate and the corresponding curve gets closer to the model, thus demon-
strating that the bit-error-ratio represents a perfect estimation of the bit-error-
probability only when the number of bit transmitted approaches infinity.
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FIGURE 7.6: BER versus normalized SNR plots for both FSK and
OOK. For each modulation scheme the theoretical BER is also plot-

ted. Number of samples=1000

FIGURE 7.7: BER versus normalized SNR plots for both FSK and
OOK. For each modulation scheme the theoretical BER is also plot-

ted. Number of samples=1000
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FIGURE 7.8: BER versus normalized SNR plots for both FSK and
OOK. Number of samples=1000. The red lines demonstrates that to

achieve the same BER, OOK requires higher Eb/No than FSK.
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Chapter 8

Conclusion and future work

The proposed research project examined the feasibility of communication meth-
ods for the next-generation of wearable and implantable devices through a sepa-
rate study of a (1) novel multiple-input communication method based on digital
mixing, and (2) suitable digital modulation schemes. In both the cases, the main
system level metrics for the analysis were power (and energy) efficiency and error
performance.
In (1), a preliminary time-base analysis demonstrated that the main sources of er-
ror in digital mixing are the frequency ratio of the input signals and their relative
phase shift. A novel test method based on automated VHDL functional simula-
tions has proven to be highly accurate for the characterization of the error perfor-
mances concerning the logical circuit behaviour. In particular, the analysis of the
results collected showcased that the error performed on the input signal charac-
terized by a lower frequency exhibits an exponential (decreasing) dependency on
the input frequency ratio, while the phase shifts impact significantly such trend
towards lower values of the frequency ratio. If on one hand increasing the the
input frequency ratio represents a safe solution to improve the system error per-
formance, on the other hand it may impact significantly the power consumed at
the circuit level, as the dynamic power represents a frequency dependent contri-
bution. With the aim of outlining the best power versus error trade-off in digital
mixing, the circuit has been synthesized for different combination of the input fre-
quencies with the aid of another automated procedure. The results collected from
the power reports demonstrated that the dynamic power consumed in the mixer
has a linear dependency on the input frequency ratio. The combination of the error
and power plots allows for the research of the global minima, which represents the
intersection points of the error and power curves, where the system is optimized
for both power and error performance in therms of input frequency levels.
The aim of (2) consists in providing the means for the choice of a suitable modula-
tion scheme for the class of devices under discussion. Due to the lack of research
works in this field, this project analysed through a preliminary literature review
the most common schemes employed in wireless microsensor application, which is
conceived as a sort of "precursor" of the smart dust and body dust concept, where
energy efficiency represents the major system level metric. In particular, energy
efficiency must be brought both at the system and a the circuit level. This pre-
liminary review showcases that OOK and FSK have been often employed to meet
such requirement. On one hand OOK allowed for significant power savings at
the system level, including both the power consumed in the circuit and the power
required for the signal transmission. On the other hand, FSK ensured better BER
performance and reduced power consumption at the circuit level. The final BER
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performance analysis with the aid of MATLAB simulations demonstrated that to
perform as much as FSK, OOK requires higher power to transmit the signal under
Additive White Gaussian Noise (AWGN) channel.

8.1 Future work

8.1.1 Digital mixing

There are several open issues concerning digital mixing that can be study in the
future research work. They can be listed as follows:

• characterize the effect of phase jitter on the error performance with reference
to the D-FF circuit implementation. This would imply further constraints on
the design of the input frequency levels.

• study of the impact of the choice of a specific technology, which would be
suitable for the circuit implementation in terms of circuit are and power con-
sumption. This could be coupled with a more accurate estimation of the
power consumption at the circuit and RTL levels.

• study of the effect of the reduction of the duty cycle of the reset signal in the
power consumption at the circuit level, still with reference to the D-FF circuit
implementation.

• seek viable solutions to increase the number of inputs in digital mixing.

8.1.2 Digital Modulation

The future work concerning digital modulation schemes in this field implies a low
level estimation of the system performance concerning both power and error. This
requires to think in terms of the actual circuit implementation concerning both FSK
and OOK. For what concerns OOK, it can be studied whether the implementation
of ECC or ME-coding techniques can further improve the BER performance and
the system power consumption. Indeed, this has a trade-off with the circuit com-
plexity required for the implementation of the specific coding algorithm, which
can increase in turns the power consumed at the circuit level.
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Appendix A

Scripts for Test Automation

This appendix reports the most relevant scripts used to set and run automated
functional simulations with Modelsim.

A.1 Script 1: Set the input parameters

To symulate the system for different combinations of clock period, reset period,
and relative phase shift a dedicated bash script is employed to manipulate auto-
matically and iteratively such parameters in the testbench. The code below, which
refers to the "conf_script.sh", summarize the relevant steps required for the test ma-
nipulation. Moreover, in the inner loop, another script is run ("run_script.sh"). This
script is discussed in section A.2.

1 #!/bin/bash
2

3 source /software/scripts/init_msim6 .2g
4

5 cp tb_receiver.vhd tb_receiver_gold.vhd
6 rm tb_receiver.vhd
7

8 list_reset =(10 5 3.3 2.5 2 1.67 1.43 1.25 1.11 1.0)
9 list_ck =(50 20.74 8.6 3.57 1.48 0.6135 0.2544 0.1055 0.0438 0.0181)

10

11 for i in "${list_reset[@]}"
12 do
13 sed -e ’s/constant\ TB\_RESET\_PERIOD\ :\ time\ :=\ ’.*’\ ms;/

constant\ TB\_RESET\_PERIOD\ :\ time\ :=\ ’$i’\ ms;/’
tb_receiver_gold.vhd > tb_receiver_tmp1.vhd

14

15 for j in "${list_ck[@]}"
16 do
17 sed -e ’s/constant\ TB\_CK\_PERIOD\ :\ time\ :=\ ’.*’\ us;/

constant\ TB\_CK\_PERIOD\ :\ time\ :=\ ’$j’\ us;/’
tb_receiver_tmp1.vhd > tb_receiver_tmp2.vhd

18

19 for k in {0..8}
20 do
21 h=$( echo ’scale =4;’${j}’*’${k}’/8’ | bc | sed ’s/^[.]/0./ ’ )
22 sed -e ’s/constant\ phase\_shift\ :\ time\ :=\ ’.*’\ us;/

constant\ phase\_shift\ :\ time\ :=\ ’$h’\ us;/’ tb_receiver_tmp2.
vhd > tb_receiver.vhd

23

24 rm -r work
25 ./ run_script.sh $i
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26 mv output_results.txt ./ output_files/output_results_${i}_${j}_$
{h}.txt

27

28 done
29 done
30

31 done

LISTING A.1: conf_script.sh

A.2 Script 2: Configure the simulator under the UNIX envi-
ronment

The bash script "run_script.sh" is used to configure and run the VHDL simulator
(i.e. Modelsim) under UNIX environment. The code is reported below.

1 #!/bin/bash
2 DURATION=$( echo ’scale =4;’$1’*22’ | bc | sed ’s/^[.]/0./ ’ )
3 #DURATION=$(( $1*22 ))
4 vsim -c -do "vlib work;
5 do script.do;
6 run ${DURATION} ms;
7 quit"

LISTING A.2: run_script.sh

A.3 Script 3: Define the steps of the simulations

The following code refers to the tcl script "script.do", which is used to define the
operation required for the simulation.

1 vcom -reportprogress 300 -work work D_FF.vhd dff_ed.vhd
edge_detector.vhd fast_frequency_detector.vhd
slow_frequency_detector.vhd receiver.vhd tb_receiver.vhd

2 vsim -t 1ns -novopt work.TBRECEIVER

LISTING A.3: script.do
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Appendix B

Scripts for Synthesis Automation

This appendix reports the most relevant scripts used to set and run automated
synthesis with Synopsys.

B.1 Script 1: Set the input parameters and configure Synop-
sis under the UNIX environment

To synthesize the system for different combinations of clock and reset periods,
the bash script "conf_synth_script.sh" is used and its code is reported in the follow-
ing. In particular, it is used to manipulate the values of the two periods in the
"run_script.scr", which is discussed in section B.2.

1 #!/bin/bash
2

3 #source /software/scripts/old/init_synopsys
4

5

6 list_reset =(1000000000 500000000 330000000 250000000 200000000
167000000 143000000 125000000 111000000 100000000)

7 list_ck =(5000000 2074000 860000 357000 148000 61350 25440 10550 4380
1810)

8

9 for i in "${list_reset[@]}"
10 do
11 sed -i -e ’s/create\_clock\ -name\ Clk\ -period\ ’.*’/create\_clock

\ -name\ Clk\ -period\ ’$i’\ \{Clk\}/’ run\_script.scr
12

13 for j in "${list_ck[@]}"
14 do
15 sed -i -e ’s/create\_clock\ -name\ Reset\ -period\ ’.*’/create\

_clock\ -name\ Reset\ -period\ ’$j’\ \{Reset \}/’ run\_script.scr
16 sed -i -e ’s/report\_power\ ’.*’/report\_power\ \>\ .\/ reports \/

power’$i’\_’$j’.txt/’ run\_script.scr
17 dc_shell -xg-t -f run\_script.scr
18

19 done
20

21 done

LISTING B.1: conf_synth_script.sh
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B.2 Script 3: Define the steps of the simulations

The script "run_script.scr", whose code is reported below, is used to define the op-
eration needed for the synthesis when working in batch mode with the EDA tool.

1

2 analyze -library WORK -format vhdl {/home/ms20.22/cap1/syndff/
D_ff.vhd}

3 elaborate D_FF -architecture BEHAV -library WORK
4 ##setting constraints
5 create_clock -name Clk -period 100000000 {Clk}
6 create_clock -name Reset -period 1810 {Reset}
7 compile -exact_map
8 report_power > ./reports/power100000000_1810.txt
9

10 quit

LISTING B.2: run_script.scr
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